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ABSTRACT

Background. In recent years Cognitive Diagnostic Models (CDMs) have attracted a great deal
of attention from researchers in a variety of educational fields. However, they have not been
taken into consideration in Translation Quality Assessment (TQA), in the aims of presenting fine-
grained information about the strengths and weaknesses of translation students.

Purpose. The present study compares the ACDM, DINO, DINA, HO-DINA, and G-DINA models,
in order to define the strengths and weaknesses of Iranian translation students and to examine
whether the required translation attributes are compensatory, non-compensatory, additive, or
hierarchical.

Method. 200 BA translation students translated a two-English-text translation, which was
scored by three experienced translation raters using the Translation Quality Assessment Rubric
(TQAR). The professional translators, established the relationships between the TQAR items and
the nine proposed target translation attributes by constructing a Q-matrix.

Results. Based on the results, HO-DINA can be considered the best-fitting model. Bibliography
and technical skills, together with work methodology skills, are shown to be the most difficult
attributes for translation students.

Conclusion. HO-DINA is a non-compensatory model, thus the study findings assert that for a

correct response to a test item, all measurable attributes need to be mastered.

KEYWORDS

attribute, diagnostic classification models, item response theory, Q-matrix, translation ability,

test fairness

INTRODUCTION

According to William (2003), translation
is a strategic conscious activity aimed
at establishing communication between
diverse cultural settings in a controlled
way. With the rapid development of glo-
balization and its impact on localization,
an increasing volume of products are
being imported and exported into other
countries. Thus translation plays a signif-
icant role in cultural communication (Yan,
2013, p. 36). Indeed, «the need to deliver
information quickly and efficiently has
put translation at the heart of diverse in-
ternational cultural, economic, and mili-
tary enterprises» (Jimenez-Crespo, 2020,
p. 375). Due to the importance of globali-
zation and human communication needs,
the role of translation has become more

valuable. Translation, as an effective way
of communication, permits people from
different languages and cultures to learn
about diverse aspects of the internation-
al community, as well as their cultures
and ideologies. With the rapid develop-
ment of translation technology and com-
munication around the world, the ability
to translate from or to other languages
has become particularly important. Ac-
cording to Nord (1999), translator train-
ing programs at universities offer skills
and knowledge, which enable students
to enhance the required skills, abilities,
and translation competences through
training, guidance, practice, and getting
experience. In this regard, Paradis et al.
(1982) believe that the ability to translate
foreign languages is a complex integrat-
ed cognitive task associated with under-
lying cognitive components, beyond the
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ability to speak or understand words and linguistic structure
in two languages. In the views of Kelly (2005) and Mackenzie
(2004), the translation of different technical texts requires
significant interaction among different translation compe-
tences and attributes.

In the field of Translation Studies, translation competence
[TC] development has been approached from different
perspectives. Dominguez Milanés (2015, p. 29) stated that
professional competences are «the ensemble of knowledge,
skills, personal traits, emotions, motivation, abilities, values,
and attitudes that allow an individual to perform success-
fully not only in a given, situated activity but also in a num-
ber of unexpected scenarios in the current, deeply unstable
market conditions» (as cited in Martinez-Carrasco, 2017, p.
152). Martinez-Carrasco (2017), studying the nature of trans-
lation competence, asserted that «the most common trans-
lation sub-competences cover the (inter)linguistic reality of
translation, the extra-linguistic input, the role of ICT and
other sources of information, [a number of] inter-personal
and professional [elements], a psycho-physiological frame,
the strategic component, and transferability» (p. 220). For
PACTE, translation competence refers to «the underlying
system of knowledge required to translate» (2011, p. 321).
As «the degree of TC is reflected in both the process and
the product of translating» (2014, p. 88), TC encompasses a
mix of procedural and declarative knowledge represented
in PACTE as a model with five sub-competences (2003): stra-
tegic sub-competence, bilingual sub-competence, instru-
mental sub-competence, extra-linguistic sub-competence,
knowledge about translation sub-competence, and psy-
cho-physiological components. Kiraly and Hofmann (2016)
add that translation competence is acquired “in a step-by-
step, cumulative and essentially linear manner» (p. 72).

Mackenzie (2004) states that translation competence con-
sists of management skills, information technology (IT)
skills, marketing ability, linguistic-cultural skills, and inter-
personal skills. Kelly (2005, 2008) also suggests her own
translation competence model comprising seven sub-com-
petences: (a) interpersonal competence; (b) attitudinal
(or psycho-physiological) competence; (c) subject-matter
competence; (d) strategic competence; (e) cultural and in-
tercultural competence; (f) professional and instrumental
competence; (g) communicative and textual competence in
at least two languages and cultures. Perez (2014, as cited
in Kabat, 2020, p. 59) also finds that linguistic, intercultural,
thematic, technological, info-mining, and translation service
provision competences are the most important components
of TC. Piecychna (2013) suggests psychological, themat-
ic, textual, and linguistic sub-competences (p. 155). Other
translation scholars introduce other important translation
skills as part of TC, including grammar skills (Conde, 2013;
Dewi, 2015; Hansen, 2010; Lee & Ronowick, 2014), termino-
logical skills (Angelone, 2013; Goff-Kfouri, 2005; Lee & Ron-
owick, 2014), spelling skills (Beeby, 2000; Dewi, 2015; Doyle,
2003; Waddington, 2001), creativity (Dewi, 2015; Polliastri &

Paulina, 2009), time management (Dewi, 2015; Doyle, 2003),
problem-solving skills (Dewi, 2015; Nord, 2009), accuracy
(Farahzad, 1992; Khanmohammad & Osanloo, 2009; Pollias-
tri & Paulina, 2009), and fluency (Conde, 2011; Dewi, 2015;
Farahzad, 1992).

For PACTE (2000) translation competence development can
be defined as:

(1) A dynamic, spiral process, which, like all learning pro-
cesses, evolves from novice knowledge (pre-translation
competence) to expert knowledge (translation compe-
tence); it requires learning competence learning strat-
egies). During the process, both declarative and pro-
cedural types of knowledge are integrated, developed,
and restructured.

(2) A process in which the development of procedural
knowledge - and consequently of the strategic sub-com-
petence - is essential.

(3) A process in which the TC sub-competences are devel-
oped and restructured (as cited in Hurtado Albir, 2015,
p. 260).

Thus, assessing student competence in translation pro-
grams is essential for the improvement of their profes-
sional skills (Beeby et al., 2011; Bonyadi, 2020). Yamaguchi
and Okada (2018) mention that achievement tests assess
a number of skills and the student’s current knowledge.
However, translation students with the same overall scores
in a translation exam may differ widely in their competenc-
es, strengths, and weaknesses. Therefore, a comparison of
the sum of the scores of students with the same knowledge
differences, cannot really reveal their strengths and weak-
nesses (Tabatabaee-Yazdi, 2020). Since overall assessment
scores cannot satisfy the expectations of the teachers or ex-
aminers, the differences in difficulty of the questions should
not be ignored (Tabatabaee-Yazdi, 2020). It is crucial to col-
lect detailed information on exam items and more precise
data on the specific attributes or skills of students, rather
than classifying students based on their scores (DiBello &
Stout, 2007; Lee & Sawaki, 2009a).

Only a few empirical studies have been conducted on as-
sessing translation quality with regard to translation process
and products (Angelelli & Jacobson, 2009; Stobart & Gipps,
1997). In the words of Conde, “evaluation is still a field in
which much remains to be explored” (2012, p. 68). This con-
trasts with Newmark’s (1998) views on assessment: “trans-
lation quality assessment is a vital link among translation
theory and its practice; it is also a pleasing and informative
exercise, specifically, if the assessor evaluates two or more
different translations of the same text based on translation
standards” (p. 184). Although in some educational settings,
statistical assessment techniques have been used to calcu-
late overall skills (Genesee 2002; Genesee & Upshur 1996;
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ReaDickins & Germaine, 1993; Tabatabaee-Yazdi, Motalleb-
zadeh, Baghaei, 2021), these techniques have not been used
to identify and diagnose the strengths and weaknesses of
translation students.

Cognitive Diagnostic Models (CDMs) have emerged to mod-
el statistically the examinees’ cognitive operations. Their
aim is to provide diagnostic feedback, improve teaching and
learning processes, and remove the shortcomings of some
traditional statistical assessments including classical test
theory and factor analysis used to construct tests, and in-
terpret test results by focusing merely on the overall scores.
CDMs are given greater attention in some assessment set-
tings since they can increase the opportunity of learning by
“pinpointing why students perform as they do” (Leighton &
Gierl, 2007, p. 5). The CDM defines the examinees’ strengths
and weaknesses based on certain specific attributes (Chen &
de la Torre, 2013; De la Torre & Lee, 2013; Von Davier, 2005).
Rather than placing each examinee on a continuous ability
scale based on their scores, CDMs yield categorical diagnos-
tic information about examinees’ strengths and weakness-
es with different fluency profiles.

CDMs help students answer exam items properly by break-
ing down the questions/items into several strategies (Bi-
renbaum et al., 1993). Accordingly this permits CDMs to
produce “multidimensional diagnostic profiles based on
statistically-driven multivariate classifications” of students
with regard to performance levels on each of the required
skills (Kunina-Habenicht et al., 2012, p. 64).

Ravand & Robitzsch (2018) determine two main purposes
for using CDMs: (a) categorizing students into similar skill
profiles regarding their answer patterns and (b) identifying
compensatory or non-compensatory relations between the
attributes of a given skill. There are different arrays of CDMs
with various theoretical principles regarding relations be-
tween attributes (Ravand & Baghaei, 2020). This is a series of
certain mental processes, knowledge, strategies, skills, and
competences in which students must answer the items of a
test correctly (Leighton & Gierl, 2007).

Types of CDMs

The main factor that distinguishes CDMs from each other is
the way in which they model the association between the
required attributes when performing a test item or a given
task, as well as the probability of a correct response (Table 1,
Ravand, 2016, p.3). According to the correlation between at-
tributes, CDMs are classified into two types: (1) conjunctive
or non-compensatory models, and (2) disjunctive or com-
pensatory models. If the performance of one or more of the
attributes can compensate for the non-performance of oth-
er attributes, compensatory models (Disjunctive) are used (Ra-
vand & Baghaei, 2020; Tabatabaee-Yazdi, 2020). Conversely,

if the performance of one or more of the attributes cannot
compensate for the non-performance of other attributes,
non-compensatory models (Conjunctive), are used. Thus, in
order to achieve a high probability of a correct answer, per-
formance of all the required attributes is needed (Ravand &
Baghaei, 2020; Tabatabaee-Yazdi, 2020).

Additive CDMs (de la Torre, 2011) have been proposed as
another classification of CDMs. Unlike compensatory mod-
els, respondents are credited for the number of attributes
performed, signifying that the performance of any one of
the attributes can increase the possibility of a correct an-
swer (Ravand & Baghaei, 2020). Finally, the most recent ex-
tensions or versions of CDMs, proposed by Templin & Brad-
shaw (2013), are hierarchical and non-hierarchical CDMs.
Hierarchical CDMs (HCDMs) model the structural relations
between the required attributes and the impact which the
order of teaching materials (where learning a skill is prior-
itized upon other skills) has on increasing the likelihood of
obtaining a correct answer to an item (Tabatabaee-Yazdi,
2020).

More recently, CDMs have been categorized under two ma-
jor categories: specific and general. In specific CDMs, just
one type of association (disjunctive, conjunctive, and addi-
tive) can be possible within any assessment. However, gen-
eral CDMs do not hypothesize any pre-specified relations
between underlying sub-skills. Therefore, several kinds of
interactions are possible within the same assessment, as-
suming different relationships between attributes across
the items (Ravand & Baghaei, 2020; Tabatabaee-Yazdi, 2020).

Nearly all the models used in the context of the assessment
show that they are effective for offering diagnostic feed-
back in the teaching and learning process (Nichols, 1994).
Therefore, a number of CDMs have been used in language
assessment studies such as the DINA (Chen & Chen, 2016),
the General Diagnostic Model (GDM) (Von Davier, 2005), the
G-DINA (Chen & Chen, 2016; Effatpanah et al., 2019; Ravand
& Baghaei, 2020; Ravand et al., 2020).), the DINO (Chen &
Chen, 2016), the reduced reparameterized unified model
(RRUM) (Aryadoust, 2018; Kim, 2015; Lee & Sawaki, 2009a; Li,
2011), and the hierarchical diagnostic classification model
(HCDM) (Tabatabaee-Yazdi, 2020).

The objective of this study was to apply and compare the
DINO, DINA, ACDM, HO-DINA, and G-DINA models to recog-
nize the strengths and weaknesses of the translation ability
of Iranian BA students in a translation test. It also aimed to
test whether the required translation attributes are com-
pensatory, non-compensatory, additive, or hierarchical. Ac-
cordingly, DINO (as a specific disjunctive model), DINA (as
a specific conjunctive model), ACDM (as a specific additive
model), HO-DINA (as a specific hierarchical model), and
G-DINA (as a general multifunctional model) were applied.
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Table 1
CDM Categorization
DCM Type Examples Author(s)
Specific  Disjunctive deterministic-input, noisy-or-gate model (DINO) + Templin & Henson (2006)
noisy input, deterministic-or-gate (NIDO) model  + Templin (2006)'
Conjunctive deterministic-input, noisy-and-gate model (DINA) -« Junker & Sijtsma (2001)
* noisy inputs, deterministic “and-gate (NIDA) + DiBello, Stout, and Roussos (1995); Hartz (2002)
Additive + Additive CDM (ACDM) + delaTorre (2011)
+ compensatory reparameterized unified model + DiBello, Stout, and Roussos (1995); Hartz (2002)
(C-RUM)
* non-compensatory reparameterized unified * Hartz (2002)
model (NC-RUM)
+ linear logistic model (LLM) + Maris (1999)
Hierarchical + hierarchical DINA (HO-DINA) model + de la Torre (2008)
General /[ Disjunctive, + general diagnostic model (GDM) + Von Davier (2005)2
saturated gggizcgtive, & . log-linear CDM (LCDM) * Henson, Templin & Willse (2009)
Hierarchical . « dela Torre (2011)

generalized DINA (G-DINA)

+ hierarchical diagnostic classification model .

(HDCM)

Templin & Bradshaw (2013)

Note. Adapted from "Application of a Cognitive Diagnostic Model to a High-Stakes Reading Comprehension Test", by H. Ravand, 2016, Journal of
Psychoeducational Assessment, 34, p. 3, (https://doi.org/10.1177/0734282915623053). Copyright 2016 by SAGE

DINO

Developed by Templin and Henson (2006), DINO is consid-
ered the firstin the line of CDMs. In this model, which is very
similar in structure and composition to its counterpart DINA,
the performance of any one of the attributes increases the
chance of a right answer to the test item or the given task.
Therefore, in the DINO model, students “are classified into
two latent classes: those who have not mastered any of the
required subskills and those who have mastered at least one
of the subskills” (Aryadoust, 2018, p. 7). “The DINO model is
often used in the application of psychiatric assessment, for
which the positive response to a diagnostic question (item)
could be due to the presence of one disorder (attributes)
among several” (Fang, Liu, & Ying, 2019, p. 8).

DINA

DINA, as a non-compensatory model (Junker & Sijtsma,
2001), is known for its parsimony, understandability, and as
an easy fit for the data (Fang et al., 2019). Local independ-
ence at the attribute level is one of its main features, indi-
cating that the performance of one attribute does not affect
that of another. Therefore, “measured attributes in an item
are independent of one another” (Galeshi, 2012, p. 18). In
other words, the item or task can be answered correctly, if

' Templin, J. (2006). CDM User’s Guide. University of Kansas.

all the required attributes have been mastered thoroughly.
However, students who have not mastered any of the attrib-
utes may hazard a guess and answer the item accurately
(Rupp, Templin & Henson, 2010).

ACDM

Additive CDM (ACDM; de la Torre, 2011), another compensa-
tory model similar to G-DINA (de la Torre, 2011) as a general
model, permits both disjunctive and conjunctive relations
between attributes within the same test. The ACDM hypoth-
esizes that the probability of producing a correct answer
to an item or a task can be increased by mastering each of
the required attributes. The absence of one attribute can
be compensated for by the existence of other attributes
(Effatpanah, 2019). Therefore, ACDM assumes that master-
ing each of the required attributes advances the likelihood
of success, while the absence of one attribute can be com-
pensated by the mastery of other attributes. Moreover, the
existence of each sub-skill is independent of the other sub-
skills (Galeshi, 2012).

HO-DINA

HO-DINA is an extension of DINA, which hypothesizes that
the required attributes are hierarchically structured (De La

2 Von Davier, M. (2005). mditm [Computer software]. Educational Testing Service.
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Torre & Douglas, 2004; De La Torre & Minchen, 2014), and
fit the data better than DINA (De La Torre & Douglas, 2004).
The first assumption of HO-DINA is that performance of
the required attributes is interrelated to “a higher-order
and broadly-defined ability parameter similar to the uni-
dimensional 6 parameter in the IRT models” (Aryadoust,
2018, p. 6); and secondly, the existence of each attribute is
independent of the other attributes (De La Torre & Douglas,
2004). Therefore, HO-DINA can be considered a non-com-
pensatory model which claims that the only essential con-
dition for a correct response to a test item or a given task is
performance of all the required attributes measured by that
item (Aryadoust, 2018).

G-DINA

G-DINA (De la Torre, 2011) is a general CDM which allows
for both compensatory and non-compensatory relation-
ships within the same test, signifying a different model for
each item on the same test (Ravand & Robitzsch, 2018). In
the G-DINA model, unlike the DINA model, the non-perfor-
mance of one, some, or all of the required attributes leads
to an unequal probability of success for the students. This
indicates that irrespective of how many attributes students
have mastered, as long as they have mastered at least one
of the required subskills (De La Torre & Minchen, 2014), they
have the same probability of answering the items correct-
ly. Consequently, knowing one or all the attributes does not
necessarily lead to a higher chance of giving a correct re-
sponse (De La Torre & Minchen, 2014).

METHODS

Participants and Settings

The data set of the present study comprises 200 Iranian
junior and senior university students studying English Trans-
lation at undergraduate level in various national and pri-
vate universities in Iran. The sample consisted of 51 males

Table 2
Demographic Profile of Respondents (n=200)

(25.5%) and 149 females (74.5%) whose ages ranged be-
tween 20 to 44 (M=24.79 years, SD= 3.89). Of the total sam-
ple, 157 (78.5%) were studied at national universities and 43
(21.5%) at private universities (Table 2).

Three raters assessed the translations. All are assistant
professors and were native speakers of Persian and profi-
cient in English as their foreign language. They had at least
8 years of experiencing in teaching and translating. Three
possessed an MA in Translation Studies and had been teach-
ing translation courses in different universities of Iran for
more than seven years. They were one male and two fe-
males between the ages of 27 to 38 years old (meanage=36,
SD= 1.2). Each rater was provided with a Translation Quality
Assessment Rubric, consisting of 23 items to score the trans-
lations (Samir & Tabatabaee-Yazdi, 2020).

Instruments

Two instruments were used to collect the data required for
the specific objectives. The first instrument was a transla-
tion test comprising two texts (a political text of 304 words
and a journalistic text of 303 words) extracted from two text-
books on political translation, and news articles taught to BA
students at Iranian universities. The political text was about
the cabinet government system in different countries. The
journalistic text examined terrorism in Asian countries. The
two texts were classified as advanced. The text were to be
translated into Persian in class within one hour. Students
were allowed to use any kind of resources including the
internet, online dictionaries, Computer-Aided Translation
(CAT) tools, and/or any other software.

The second instrument was Translation Quality Assessment
Rubric (TQAR) developed and validated by Samir and Tabat-
abaee-Yazdi (2020; see Appendix B). The rubric consists of
23 items on a four-point Likert scale, ranging from 4 (superi-
or), 3 (advanced), 2 (fair), to 1 (poor). The rubric can be used
to identify and score the translation abilities of non-native

Category Frequency Percentage
Gender Male 51 25.5
Female 149 74.5
Age 20-24 97 48.5
25-29 57 28.5
30-34 25 12.5
35-39 15 7.5
Above 40 6 3
University National 157 78.5
Private 43 21.5
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English-speaking translation students in the university con-
text.

For the sake of CDM analysis, and constructing the required
Q-matrix, the four-point Likert scale was merged into mas-
tered and non-mastered . This was achieved by categorizing
“poor” and “fair” scales into “non-mastered= 0", and “ad-
vance” and “superior” into “mastered= 1". Thus, the TQAR
turned into a dichotomous response scale of yes=1 and
no=0 to assess the nine proposed translation attributes.

Procedure

Data collection began in October 2019 and lasted for about
four months. A consent form was distributed beforehand
to the fifty-five English Translation departments currently
offering translation programs in Iranian universities, in or-
der to seek their permission and willingness to be included
in the study. Only 18 signed consent forms were sent back
to the researchers. Thus, only 18 universities, representing
National and Azad Universities, participated in this study.
In total, 200 translation students were included. Three one-
hour training sessions were held for translation raters, in
order to increase their awareness about the research ob-
jectives, translation attributes, TQAR, Q-matrix construction,
and the rating scale.

Analysis

In order to identify accurate correlations between target at-
tributes and test items, a Q-matrix was hypothesized (Table
3, Appendix A). According to Li (2011), Tabatabaee-Yazdy,
(2020), and Tatsuoka (1983) a Q-matrix illustrates rows3
and columns* which symbolize test items and required
underlying traits to answer each item correctly. In order
to identify the required underlying traits or subskills, the
present study used Samir and Tabatabaee-Yazdi's Transla-
tion Quality Assessment Rubric (2020; see Appendix B) as
the Q-matrix items and sub-skills. In a joint session, the
researchers and the three raters agreed on the required
attributes. Then, the translation raters created a Q-matrix
by organizing the 23 items of the TQAR into nine translation
attributes, as follows:

(1) linguistic skills (lexical) in the source language (LSSL: L),
used to assess students’ ability to recognize the mean-
ing of a wide variety of terminology and lexical items in
the source text (ST) accurately and appropriately,

(2) linguistic skills (grammatical) in the source language

(LSSL: G), aiming at evaluating students’ ability in rec-
ognizing the ST grammatical rules such as the relative

3 Rows in this matrix signify the number of items on the test.

order of subject, verb, modifiers, clauses, and syntactic
elements,

linguistic skills (lexical) in the target language (LSTL: L),
used to assess students’ ability to use specific terms in
the translation of the technical text,

linguistic skills (grammatical) in the target language
(LSTL: G), used to identify students’ ability to follow tar-
get language (TL) grammatical rules, such as subject
and verb agreement or arrange the words according to
the TL rules,

organizational knowledge (ORG), used to assess stu-
dents’ ability to translate and organize ideas cohesively
and coherently in order to convey all sections (sentenc-
es, titles, headlines...) of the ST to TT,

(6) cultural knowledge (CUL), used to assess students’ abil-
ity to produce correct and idiomatic use of the target
language and to preserve an appropriate register in
the translation,

translation skills (TRN,. aiming to study students’ ability
to produce the target text (TT) at an acceptable level of
fluency and avoid words and expressions of ambiguous
meanings,

work methodology skills (WM), used to assess students’
ability to manage time and respect the deadline,

bibliography and technical skills (BT), used to assess
students’ ability to use a relevant terminological data-
base or bibliography.

The final Q-matrix presented in Table 3 was proposed af-
ter several rounds of revisions and the necessary modifica-
tions. Of the total items, 11 of them were associated with
attribute 1 (LSSL: L), 11 items, with attribute 2 (LSSL: G); 13
items, with attribute 3 (LSTL: L); 13, with attribute 4 (LSTL:
G); 11, with attribute 5 (ORG); 8, with attribute 6 (CUL); 13,
with attribute 7 (TRN); 4, with attribute 8 (WM); and 3, with
attribute 9 (BT). 1s in Table 3 indicate that the probability
of producing a correct answer on each item is conditional
on the mastery of the attributes, whereas 0s show that the
item does not need the attributes. For example, in order
for students to get the correct answer to item 7 (to deal
with terminological terms correctly), they should have mas-
tered the first, third, and seventh attributes. Therefore, in
this item, students are not required to master attributes 2,
4,5,6,8, and 9.

4 Columns in this matrix show the number of test’s underlying attributes.
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RESULTS

R statistical software and CDM package version 6.1-10 (Ro-
bitzsch, Kiefer, George & Uenlue, 2018°) were used to ana-
lyze and compare the fit of the five selected CDMs, including
DINO, DINA, ACDM, HO-DINA, and G-DINA. The CDM pack-
age illustrates the various fit indices which can be applied,
in order to identify the best model among the competing
models (relative fit indices), It can also be used to check the
fit of a model to the observed response data (absolute fit
indices) (Effatpanah, Baghaei, & Boori, 2019; Rupp, Temp-
lin, & Henson, 2010; Tabatabaee-Yazdi, 2020). The models
were compared to the relative and absolute fit indices using
AIC¢, BIC?, CAIC® Mx2°, MADcor'%, SRMSR", MADQ3 "2, and
MADRESCOV™.

Optimal Model Fit

The fit of the data to CDMs identifies the accuracy of the cor-
relation between attributes and items. Table 4 shows the Ab-
solute and Relative fit indices of the five models. Although
there are no agreed-upon cut-off values for the absolute fit
indices of CDMs, the smaller the effect size (values), the bet-
ter a model fits (Robitzsch et al., 2015™).

As can be seen in Table 4, the Npars (number of parame-
ters) column shows that the G-DINA model estimated 1094
item parameters: ACDM, 156 parameters; DINA and DINO
92, parameters; and HO-DINA, 64 parameters. This shows
that HO-DINA is a parsimonious model and G-DINA is the
most complicated model. Moreover, there is a non-sig-
nificant value (> 0) for MaxX2 for all the models. As to the
MADcor, SRMSR, and MADRESIDCOV, the G-DINA had the
lowest values. However, with respect to AIC, BIC, and CAIC,
the value of HO-DINA was the lowest when compared to the
other models. Therefore, since BIC carries a great penalty

for more highly parameterized models, it can be anticipated
that the G-DINA model has the worst value (Li, Hunter, &
Lei, 2016).

As a result, after considering all the indices, the HO-DINA
was selected as the best-fitting specific CDMs for further ex-
amination, in order to study whether the model can precise-
ly detect the students’ translation skills.

HO-DINA Analysis
HO-DINA Parameters

Table 5 describes the study’s model (HO-DINA) parameters.
Ttwo items (items 7 and 8) are shown in Table 5 as examples.
The successful performance of item 7 (Terminology and
False Friends) requires students to have mastered attrib-
utes 1 (LSSL: L), 3 (LSSL: L), and 7 (TS). Students who have
mastered none of the required attributes only have a 30%
chance to respond correctly. However, students who have
mastered only LSSL: L have a 31% probability of guessing
the correct item. Students who master attribute 1 had a 0.30
+0.31 = 0.61% probability of success on item 7. In the same
vein, if students have mastered only attribute 3, there is a
0.30% chance of answering the item correctly. Thus, those
who have mastered attribute 3 have a 0.30 + 0.30 = 0.60%
probability of success on this item. Finally, those respond-
ents who have mastered the three attributes have a 56%
probability of getting the right answer and, consequently,
86% (0.56 + 0.30 = 0.86) probability of success on this item.
Another example would be spelling (item 8), where students
are required to know attribute 3 (LSSL: L). If the students
have not mastered the attribute, they only have a 0.74%
chance to perform well on this item. However, by master-
ing the attribute, the probability of performing item eight
increases to 99%.

5 Robitzsch, A., Kiefer, T., George, A. C., & Uenlue, C. (2018). CDM: Cognitive diagnosis modeling (Rpackage version 6.1-10). https://cran.r

project.org/web/packages/CDM/index.html

6 Akaike Information Criterion (AIC; Akaike, 1974) is one of the relative fit indices used to select between non-nested models. Models with

lower AIC are more preferable.

7 Bayesian Information Criteria (BIC; Schwarz, 1978) is another relative fit index used to choose between non-nested models. Models

with lower BIC are more preferable.
8 Consistent AIC (Akaike, 1974).

®  Mx2 (Chen & Thissen, 1997) is the test of global model fit. It is the mean difference between the model-predicted and observed re-
sponse frequencies. If CDM fits the data well, “the x2 test statistic is expected to be 0 within each latent class as the attribute profile of
the respondents would perfectly predict the observed response patterns” (Rupp et al., 2010, p. 269).

' The mean absolute difference for the item-pair correlations (MADcor) statistic (DiBello, Roussos, & Stout, 2006) shows the mean of
absolute discrepancy between observed and predicted pairwise item correlations across all item pairs. A MADcor value of 0.049 in Jang

(2005) was suggested as a good fit for the DCM to the data.

" The standardized root mean square residual (SRMSR) is the square root of the difference between the observed correlation and the
model covariance matrix. Models with SRMSR values below 0.05 are considered models with “substantively negligible amount of misfit”
(Maydeu-Olivares, 2013, p. 84) and models with values below 0.08 as good fit (Hu & Bentler, 1999).

2. The MADQ? is “the Pearson product-moment correlation of a set of residuals from the IRT model” (Chen & Thissen, 1997, p. 280; Yen,
1984). This index is to some extend less sensitive than the Mx? (Aryadoust, 2018).

3 The average of absolute values of pairwise item covariance residuals (MADRESCOV; McDonald & Mok, 1995) illustrates the average
deviations between matrices of observed and reproduced item correlations.

4 Robitzsch, A, Kiefer, T., George, A. C., & Uenlue, A. (2015). CDM: Cognitive Diagnosis Modeling. R package version 4.5-0. http://

CRAN.R-project.org/package=CDM
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Table 3
The Final Q-Matrix

Attribute Att. 1 Att. 2 Att. 3 Att. 4 Att.5 Att. 6 Att. 7 Att. 8 Att. 9
Item LSSL: L LSSL: G LSTL: L LSTL: G ORG CuL TRN WM BT
1 0 1 0 1 0 0 1 0 0
2 1 1 1 1 1 1 0 0 0
3 1 1 1 1 1 1 1 0 0
4 1 1 1 1 1 1 1 0 0
5 0 0 0 0 1 0 1 0 0
6 0 1 0 1 0 0 0 0 0
7 1 0 1 0 0 0 1 0 0
8 0 0 1 0 0 0 0 0 0
9 1 1 1 1 0 0 1 0 0
10 1 1 1 1 1 1 1 0 0
11 1 1 1 1 1 1 1 0 0
12 1 1 1 1 1 0 1 0 0
13 0 0 1 1 1 0 1 0 0
14 1 1 1 1 1 1 1 0 0
15 1 1 1 1 1 1 1 0 0
16 1 0 1 1 1 1 1 0 0
17 0 0 0 0 0 0 0 1 0
18 0 0 0 0 0 0 0 1 0
19 0 0 0 0 0 0 0 1 0
20 0 0 0 0 0 0 0 1 0
21 0 0 0 0 0 0 0 0 1
22 0 0 0 0 0 0 0 0 1
23 0 0 0 0 0 0 0 0 1
Table 4
Fit Indices
Relative Fit Indices . Absolute Fit Indices
Model Npars AIC BIC CAIC MaxX2 (p) MADcor SRMSR MADQ?* MADRESIDCOV
(MADRCOV)
DINO 92 3936.19 4239.64 4331.64 178.314(0) 0.06378 0.10439 0.07110 0.98298
DINA 92 3935.68 4239.12 4331.12 178.313(0) 0.06347 0.10411 0.06874 0.98105
ACDM 156 3924.42 4438.96 4594.96 174.389(0) 0.05037 0.09266 0.05990 0.77066
HO-DINA 64 3923.23  4134.33 4198.33 178.357(0) 0.06577 0.10502 0.07812 1.00438
G-DINA 1094 5567.13 9175.49 10269.49 175.756(0) 0.04445 0.08931 0.06571 0.70469
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Table 5
HO-DINA Parameters

Item No. Required Attributes Mastery Patterns Probability

7 Att.1-3-7 A000 0.30
7 Att.1-3-7 A100 0.31
7 Att.1-3-7 A010 0.30
7 Att.1-3-7 A001 0.31
7 Att.1-3-7 A110 0.30
7 Att.1-3-7 A101 0.31
7 Att.1-3-7 A011 0.31
7 Att.1-3-7 A111 0.56
8 Att.3 A0 0.74
8 Att.3 Al 0.99

Table 6

Attribute Difficulty

Attributes

Attribute probability 1

Linguistic skills (lexical) in the source language
Linguistic skills (grammatical) in the source language
Linguistic skills (lexical) in the target language
Linguistic skills (grammatical) in the target language
Organizational knowledge

Cultural knowledge

Translation skills

Work methodology skills

Bibliography and technical skills

0.814
0.808
0.932
0.808
0.818
0.815
0.814
0.086
0.074

Attribute Difficulty

Table 6 shows the performance status of the nine transla-
tion attributes. As the table shows, bibliography and tech-
nical skills, and work methodology skills, with probabilities
of 7% and 8%, respectively, are the most difficult attributes.
Only 7% of the students have mastered and can mobilize
their bibliography and technical skills while translating a
text. Conversely, linguistic skills (lexical) in the target lan-
guage were shown to be the easiest attribute to master
(93% probability), indicating that 93% of the students mas-
tered and are able to mobilize linguistic skills (lexical) in the
target language satisfactorily.

Attribute Correlations

CDMs are also used to calculate the correlation between the
attributes to show the extent of similarities between them.

Values larger than 0.70 reflect a strong correlation; 0.50
and 0.70 are considered as moderate, and less than 0.50 as
weak (Henson, Templin, & Douglas, 2007; Kunina-Habenicht,
Rupp, & Wilhelm, 2012).

As Table 7 shows, all the values show a strong correlation
between the attributes, signifying a non-compensatory, and
complementary nature of the HO-DINA model (Aryadoust,
2018; Effatpanah, 2019; Lee & Sawaki, 2009b; Ozaki, 2015;
Stone & Zhang, 2003; SU, 2013; Wang, Zheng & Chang, 2014),
as wll as the existence of a relationship between the trans-
lation attributes. This indicates that these attributes require
almost the same underlying cognitive processes. For exam-
ple, if a respondent performed well on attribute one, he/she
would probably perform well on attributes 2, 4, 5, 6, and 7 as
well. However, “hierarchy relationships of attributes differ
from pre-requisite relationships of attributes in which attrib-
utes are ordered in difficulty” (Lim, 2015).
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Class Probabilities

As Table 8 illustrates, class probabilities show how students
are ranked in different latent classes. The number of latent
classes in CDMs, is calculated through (2¥), where k is the
number of attributes. Therefore, there are 2°=512 latent
classes according to the present study’'s Q-matrix configu-
ration. The first column shows some of the latent classes (2°
=512) and the second column signifies the related attribute
patterns.

For space considerations, the table shows only some of
the latent classes. The data shows that the attribute profile
a128=[111111100] was the most populated class with 68%
probabilities, This class include approximately 135 students,
followed by attribute profiles a1=[000000000] and a512 =
[111111111] with 7% probabilities. These classes included
approximately 13 students in each, respectively. Therefore,
regarding «128, the data indicates that 135 students are ex-
pected to have mastered the first seven attributes, while not
the eighth and ninth ones. Moreover, 13 students have mas-
tered all the nine attributes, and 13 others have mastered
none of the attributes.

Table 7
Attribute Correlations

Class Probabilities for the Respondents

The class probability of the response pattern
(11111111011100001000000) is presented in Table 9. The ta-
ble illustrates the probabilities that each student belonged
to each of the 512 latent classes. The first column shows
some of the latent classes (2° = 512) and the second column
shows the response patterns. Table 9 shows that, for exam-
ple, there are 23% and 17% probabilities for student number
1, belonging to latent classes 128 and 95, respectively. Thus,
this student has a 23% chance of mastering all attributes
with the exception of the eighth and ninth, while there is
only a 7% probability that he/she has mastered all the attrib-
utes or belongs to latent class 512.

Skill Mastery Probabilities

Table 10 shows the skill performance probabilities of re-
spondents on each of the required attributes for each of the
test items or tasks. Due to space restrictions, the attribute
performance probability of only five randomly chosen stu-
dents is illustrated in Table 10. The values above 0.50 show

Attribute Item Att. 1 Att. 2 Att. 3 Att. 4 Att.5 Att. 6 Att. 7 Att. 8 Att. 9
Att. 1 (LSSL: L) 1.00
Att. 2 (LSSL: G) 0.99 1.00
Att. 3 (LSTL: L) 0.97 0.97 1.00
Att. 4 (LSTL: G) 0.99 0.99 0.97 1.00
Att. 5 (ORG) 0.99 0.99 0.97 0.99 1.00
Att. 6 (CUL) 0.99 0.99 0.97 0.99 0.99 1.00
Att. 7 (TRN) 0.99 0.99 0.97 0.99 0.99 0.99 1.00
Att. 8 (WM) 0.96 0.96 0.94 0.96 0.97 0.96 0.97 1.00
Att. 9 (BT) 0.95 0.96 0.93 0.96 0.95 0.95 0.95 0.97 1.00
Table 8

Class Probabilities

Latent Attribute Pattern Class probability Class Expected Frequency
Class

1 000000000 0.07 13.37

64 111111000 0.01 1.17

126 101111100 0.01 2.00

127 011111100 0.01 1.21

128 111111100 0.68 135.02

256 111111110 0.02 4.24

384 111111101 0.01 0.73

512 111111111 0.07 13.11
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Table 9
Class Probabilities for the Respondents

Latent Class

Response Patterns

11111111011100001000000

5 001000000 0.07

14 101100000 0.04

49 000011000 0.02

79 011100100 0.08

95 011110100 0.17

96 111110100 0.10

123 010111100 0.09

128 111111100 0.23

298 100101001 0.00

511 011111111 0.02

512 111111111 0.07
Table 10
Skill Mastery Probabilities

L R

82 “pattern 2 2 3 4 5 B &8 2 E : G

- En. [ - - - -
o

3 00000101101101100000101 111110000 0.60 0.03 0.02 0.69 0.02 003 003 002 0.00 0.00
18 10111101111111110011001 011110100 0.81 0.88  1.00 0.99 1.00 099 092 1.00 0.00 0.00
83 11111111111110100100001 111111110 0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.27  0.02
98 11111101111111110111111 111111111 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99
131 00111101100111000001100 011011100 034 072 038 092 036 077 074 077 0.00 0.00

that the respondents have mastered the attributes with
high confidence (Hu, Miller, Huggins-Manley, & Chen, 2016).

As an illustration, the probabilities that student 18 with the
skill profile of [011110100] has mastered the attributes are:
0.88, 1.00, 0.99, 1.00, 0.99, 0.92, 1.00, 0.00, and 0.00, respec-
tively. In other words, there is an 88% chance that he/she
has mastered LSSL: L and 0% probability for mastering WM
and BT.

DISCUSSION

Nearly all educational tests require students to become in-
volved in different forms of cognitive processing. While try-
ing to validate the inferences drawn from the students (Em-

bretson, 1983, 1998; Messick, 1989; Snow & Lohman, 1989),
the students’ knowledge and strategies in applying any
cognitive processing and problem-solving strategies dur-
ing exams must be taken into account. Most measurement
specialists believe that cognitive theory has a significant role
in educational assessment (Frederiksen et al., 1993; Irvine
& Kyllonen, 2002; Nichols et al., 1995), They consider that it
can help scholars investigate the internal features of tests,
assess the rules and develop innovative psychometric mod-
els, and describe the psychology which underpins students’
test performance (Gierl et al., 1999; Hattie et al., 1999; Nich-
ols, 1994; Nichols & Sugrue, 1999). In this regard, Embretson
(1983) believes that cognitive theory advances psychometric
practices by postulating the construct representation of a
test through students’ mental processes, knowledge, and
the strategies they use to answer the test items. When
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these cognitive needs are appropriately explained, they can
be gathered into cognitive models to design items which
can elicit particular mental processes and problem-solving
strategies. Thus, a test score “anchored to a cognitive mod-
el is more explainable, and perhaps more meaningful, to a
diverse group of users, since performance is described us-
ing a set of cognitive competences in a well-defined content
area” (Leighton et al., 2004, p. 205). Cognitive models, as a
“simplified description of human problem solving on stand-
ardized educational tasks which helps to characterize the
knowledge and skills students at different levels of learning
have acquired and to facilitate the explanation and predic-
tion of students’ performance” (Leighton & Gierl, 2007, p. 6),
provide an explicit framework for linking cognitively based
inferences with specific, fine-grained test score interpreta-
tions” (Gierl & Leighton, 2007; as cited in Gierl et al., 2010,
p. 319).

In the field of Translation Studies, the student’s ability to
translate from a foreign language is a complex, integrated
cognitive task related to certain underlying cognitive com-
ponents (Paradis et al., 1982, as cited in Lorenzen & Murray,
2008). Translation students are expected to perform a set of
translation competences, in order to translate appropriately
in a test. However, an overall assessment score in such tests
cannot satisfy the expectations of the teachers or examin-
ers. Overall scores cannot distinguish between learners in
terms of their skills and competences. Thus, evaluation of
strengths and weaknesses requires more specific informa-
tion from tests, as well as more precise data on specific at-
tributes or skills, rather than classifying students based on
their scores (Lee & Sawaki, 2009b).

CDMs can be an effective tool in measuring how attributes
underlying translation interact to produce an appropriate
translation, hence the decision to apply the DINO, DINA,
ACDM, HO-DINA, and G-DINA models. The fit of the data to
CDMs reveals the level of accuracy in the correlation between
attributes and items. The results of fit statistics showed that
the HO-DINA was the best-fitting model. This also follows
Su’s (2013) findings, who asserted that Hierarchal DINA is
more applicable in small sample sizes. Moreover, HO-DINA
as the best fitting model supports the assumption that “the
attribute hierarchy provides an interpretative framework to
guide both the development of items and the interpretation
of examinees’ scores, in such a way that test performance
can be linked to specific cognitive inferences about exami-
nees’ knowledge and skills (Gierl, Alves, & Majeau, 2010, p.
319). Therefore, the study’s proposed translation attributes
can form a hierarchy which outlines the psychological or-
dering of the attributes or cognitive skills needed to answer
the test items.

The results specify that there is a strong correlation between
the translation attributes. This means that some of the at-
tributes required almost the same underlying cognitive pro-

cesses. This could serve to claim that there is a non-compen-
satory relation between the translation attributes, and thus
translation skills are complementary and interdependent.

The findings also indicate that the two flat-mastery profiles
called “master of all attributes” a512= [111111111] and
“non-master of all attribute” al= [000000000] were two of
the most prevalent skill profiles. Approximately, 7% of the
students were classified as master of none of the skills, and
7% were classified as master of all skills. The latent class 128
with an attribute profile of @128= [111111100] has a class
probability of about 0.68, indicating that approximately
68% of the students are expected to have mastered the first
seven attributes. According to Lee and Sawaki (2009b) and
Rupp et al. (2010), flat skill profiles are caused by a high pos-
itive correlation among the attributes or unidimensionality
of the evaluated scale. Thus a learner who has mastered a
skill could be a master of the other skills as well.

Furthermore, the results revealed that LSTL: L is the easiest.
It showed that a large number (93%) of the translation stu-
dents can use specific terms in the translation of the political
and journalistic texts, avoid spelling errors which cause mis-
understanding about the intended meaning, translate the
message and the structure of the ST expression close to the
TT, and demonstrate content and meaning at a good level
of accuracy in the TT (Abdi, 2019; Alibabaei, 2020; Davanin-
ezhad, 2016; Kazemian & Vasheghani Farahani, 2020; Khati-
bzadeh & Sameri, 2013; Samir & Tabatabaee-Yazdi, 2020).

The analysis has also shown that BT, TRN, and WM are the
most difficult translation attributes to master. Budianto and
Fardhani (2010) declare that “the primary difficulty when
translating a text into a second language is to produce a
natural-sounding target text” (p. 5). Klimkowski (2015) also
states that “42.19 percent of the translation students had in-
sufficient skills of time and work management in successful
professional functioning” (p. 79). According to Marczak and
Krajka (2016), two important skills in order of importance
for the translation students to learn are CAT tools as well as
time management skills. The results are inconsistent with
the findings by Molanazar and Kamyab (2015) who empha-
size revising and editing as necessary skills that all students
need to acquire at university. Khoshsaligheh et al. (2019)
and Sharif (2016) state that adding more practical work-
shops and courses to the curriculum, such as translation of
technical texts and revising and self-assessment skills, pre-
pare students to work as qualified translators for the real
workplace. Mossop (2003), additionally arrived at the same
conclusion. He has suggested that, in order to overcome
these deficiencies and problems, translation training pro-
grams should contain certain subjects which use advanced
forms of computer software, including word processing.
Today, translation students consider that word processing
programs are the standard means of transforming a source
text into their target text (Taghizadeh & Azizi, 2017). A sim-
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ilar conclusion was reached by Abdi (2020) and Austermu-
hl (2014). They assert that technology is currently of para-
mount importance in the translation market, and as such
translators must have the relevant knowledge and skills to
work with national and international clients and access dif-
ferent data resources. Molanazar and Kamyab (2015) have
noted that different computer technologies can be used in
the translation production process. In view of that, in order
“to survive in the Iranian translation market, it is necessary
for translation students to acquire CAT tools, such as trans-
lation memories, word processing programs, terminology
management systems, multilingual dictionaries, or even at
times raw machine translation output” (Khazaeefar & Kho-
shsaligheh, 2014, p. 147).

The findings of this study can have implications for trans-
lation students and teachers. Making translation students
aware of their strengths and weaknesses in translation can
encourage them to concentrate on their problems and en-
hance their translation competences. It also enables trans-
lation teachers to have a better understanding of the com-
petences where translation students face more difficulties..
Building on the results from the students and the weakness-
es encountered in TRN, WM, and BT skills, teachers can aid
and support students by offering practical workshops in
producing a target text (TT) to an acceptable level of fluen-
cy, managing the time, and using relevant bibliography, or
electronic terminology instruments. These workshops could
help students deal with difficult times in translation perfor-
mance (Kafi et al., 2018; Taghizadeh & Azizi, 2017; Samir et al.
2018). Besides, the proper identification of translation stu-
dents’ competences leads teachers to apply effective teach-
ing techniques and construct translation tests suitable for
students’ performance and levels.

CONCLUSION

The present study, aimed at investigating the strengths and
weaknesses of Iranian Translation students at BA level in
translation and diagnosing their translation competenc-
es, has confirmed the usefulness of the TQAR in assessing
the quality of translation in different genres. The findings
indicate that HO-DINA cannot only classify the translation
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(No) Addition 1 1 1 1 1 1 1 0 0
(No) Omission 1 1 1 1 1 1 1 0 0
Completeness 0 0 0 0 1 0 1 0 0
Punctuation 0 1 0 1 0 0 0 0 0
Terminology/False Friend Terminology 1 0 1 0 0 0 1 0 0
Spelling 0 0 1 0 0 0 0 0 0
Capitalization/ Italicization Rules 1 1 1 1 0 0 1 0 0
Faithfulness/literalness 1 1 1 1 1 1 1 0 0
Register/Tone 1 1 1 1 1 1 1 0 0
Genre (Text Style, Text type) 1 1 1 1 1 0 1 0 0
Cohesion/Coherence, Consistency 0 0 1 1 1 0 1 0 0
Accuracy 1 1 1 1 1 1 1 0 0
Fluency )Naturalness, Readability, No Ambiguity) 1 1 1 1 1 1 1 0 0
Creativity/Problem Solving (No Indecision) 1 0 1 1 1 1 1 0 0
17. Organization/time management 0 0 0 0 0 0 0 1 0
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20. Revision file, self-assessment 0 0 0 0 0 0 0 1 0
21. Quality of terminological data base 0 0 0 0 0 0 0 0 1
22. CAT skills 0 0 0 0 0 0 0 0 1
23. Relevance of bibliography 0 0 0 0 0 0 0 0 1

156

JLE | Vol.9 | No.1 | 2023



On the Identifiability of Cognitive Diagnostic Models

| Research Papers

APPENDIX B
Rate by the Rate by the
Raters Researchers
Items 0 0 1
(pt;lor) (Fair) (Adva3nced) (Sup:rior) HESIAGE MaI:::r-ed

Grammar (Word Form/ Part of Speech,
Word Order, Syntax ...)

Usage

(No) Addition

(No) Omission

Completeness

Punctuation

Terminology/False Friend Terminology
Spelling

Capitalization/ Italicization Rules
Faithfulness/literalness
Register/Tone

Genre (Text Style, Text type)
Cohesion/Coherence, Consistency
Accuracy

Fluency )Naturalness, Readability, No
Ambiguity)

Creativity/Problem Solving (No Indecision)
17. Organization/Time management

18. Initiative

19. Pace of work

20. Revision file/Self-assessment

21. Quality of terminological data base

22. CAT skills

23. Relevance of bibliography

Total

JLE | Vol.9 | No.1 | 2023

157



	OLE_LINK79
	_Hlk73516137
	_Hlk73535707
	_Hlk73535795
	_Hlk73604062
	_Hlk73538761
	_Hlk73538775
	_Hlk74735342
	_Hlk73536140
	_Hlk1141683
	_Hlk1141717
	_Hlk1141705
	_Hlk1141838
	_Hlk1141848
	_Hlk1141872
	_Hlk1141886
	_Hlk74735453
	_Hlk1141928
	_Hlk73519182
	_Hlk73601519
	_Hlk1142065
	_Hlk73615611
	_Hlk73464467
	_Hlk80698154
	_Hlk52918373
	OLE_LINK40
	OLE_LINK27
	_Hlk43580469
	_Hlk61699598
	OLE_LINK28
	_Hlk100497115
	OLE_LINK29
	_Hlk96002534
	OLE_LINK42
	97127_ja
	_Hlk46248782
	OLE_LINK30
	OLE_LINK31
	OLE_LINK32
	OLE_LINK33
	OLE_LINK34
	_Hlk43639655
	OLE_LINK35
	OLE_LINK50
	OLE_LINK51
	OLE_LINK52
	OLE_LINK53
	OLE_LINK54
	OLE_LINK55
	OLE_LINK56
	OLE_LINK57
	OLE_LINK59
	OLE_LINK61
	OLE_LINK60
	OLE_LINK62
	OLE_LINK63
	OLE_LINK65
	OLE_LINK66
	OLE_LINK67
	OLE_LINK68
	OLE_LINK69
	OLE_LINK71
	OLE_LINK70
	OLE_LINK72
	OLE_LINK77
	OLE_LINK76
	OLE_LINK75
	OLE_LINK74
	OLE_LINK44
	_Hlk62467322
	_Hlk487619730
	OLE_LINK3
	_Hlk130707890
	_Hlk130707643
	_Hlk130707694
	_Hlk130708766
	_Hlk24880886
	_Hlk130708894
	_Hlk84444144
	_Hlk84443634
	_Hlk84445248
	_Hlk84445416
	_Hlk84445544
	_Hlk84447316
	_Hlk84447369
	_Hlk110704721
	_Hlk113278563
	_Hlk85029794
	_Hlk84807223
	_Hlk91600889
	_Hlk84843693
	_Hlk84796071

