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ABSTRACT
Background: Automatic assessment of text complexity levels is viewed as an important task, 
primarily in education. The existing methods of computing text complexity employ simple surface 
text properties neglecting complexity of text content and structure. The current paradigm of 
complexity studies can no longer keep up with the challenges of automatic evaluation of text 
structure.  

Purpose: The aim of the paper is twofold: (1) it introduces a new notion, i.e. complexity of a text 
topical structure which we define as a quantifiable measure and combination of four parameters, 
i.e. number of topics,  topic coherence, topic distribution, and topic weight. We hypothesize that 
these parameters are dependent variables of text complexity and aligned with the grade level; 
(2) the paper is also aimed at justifying applicability of the recently developed methods of topic 
modeling to measuring complexity of a text topical structure. 

Method: To test this hypothesis, we use Russian Academic Corpus comprising school textbooks, 
texts of Russian as a foreign language and fiction texts recommended for reading in different 
grades, and employ it in three versions: (i) Full Texts Corpus, (ii) Corpus of Segments, (iii) Corpus 
of Paragraphs. The software tools we implement include LDA (Latent Dirichlet Allocation), 
OnlineLDA and Additive Regularization Of Topic Models with Word2vec-based metric and 
Normalized Pairwise Mutual Information. 

Results: Our findings include the following: the optimal number of topics in educational texts 
varies around 20; topic coherence and topic distribution are identified to be functions of grade 
level complexity; text complexity is suggested to be estimated with structural organization 
parameters and viewed as a new algorithm complementing the classical approach of text 
complexity assessment based on linguistic features. 

Conclusion: The results reported and discussed in the article strongly suggest that the 
theoretical framework and the analytic algorithms used in the study might be fruitfully applied 
in education and provide a basis for assessing complexity of academic texts.
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INTRODUCTION

Approaches to Determining 
Text Complexity

Numerous attempts have been made 
to explain what text complexity is and 
recently it has become a feature of im-
portance (Si and Callan 2001; McNama-
ra et al., 2014; Gatiyatullina et al., 2023). 
The reason for this is obvious: a text is 
supposed to correspond to the proficien-

cy of the target audience in all possible 
areas including education, publishing, 
legislation, science, medicine, etc. In the 
modern world where educators are com-
mitted to providing high quality person-
alized teaching and distance education, 
validated assessment of text complexity 
has become of particular importance for 
textbooks writers.

A broad definition of text complexity as 
“a measure of how easy or difficult a text 
is” (Bailin and Grafstein, 2016) though 
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universally accepted but of no practical relevance as it pro-
vides no algorithm of its assessment. Similarly, analysis 
and assessment of the topical structure complexity seems 
potentially useful for identifying structural patterns which 
could distinguish between texts of different grade levels. 
Text topical structure as “a way of indicating the relationship 
between the progression of sentence topics and the topi-
cal depth which indicates the semantic hierarchy» (Chuang 
1993, p.2) is especially in demand in education. The reason 
for this is that features of topical structure reveal qualitative 
differences among texts. 

As a research problem, text complexity has been studied for 
over a century and, as a notion, it has given rise to numerous 
definitions (for complexity of Russian texts see Ivanov et al., 
2018; Oborneva, 2006; Solnyshkina et al., 2014; Solovyev et 
al., 2019). However, all its descriptive definitions, as the one 
above, are of little practical use when it comes to measure its 
level. Many definitions of   text complexity tend to lack oper-
ationality since they do not provide order of the procedures 
to be applied to determine how comprehensible a text is. 

Similarly with the text-reader multi-criteria approach: al-
though psycholinguistics seeks to develop sophisticated 
methods of matching texts with specific categories of read-
ers (Crossley et al., 2014), conducting experiments of the 
kind is not only time- and effort-consuming, applicability 
of their results is always questionable due to differences in 
cognitive and linguistic abilities of the respondents (read-
ers) involved. Therefore, automation of text complexity as-
sessment based on computing text metrics, not involving 
readers, is viewed by the authors as a research niche.

However, feasibility of the task to a great extent depends 
on (1) availability of a representative corpus annotated by 
experts for certain categories of readers and (2) adequa-
cy of the applied methods.The history of the latter started 
with the first complexity formulas proposed in (Flesch, 1948) 
which relied on two simple variables of a text: the average 
word and sentence length. Over the years the formulas, 
known as readability formulas, gained popularity and,  due 
to their simplicity and ease of calculation, have been ubiq-
uitously used and even installed with Microsoft Word. How-
ever, a natural question asked by a number of researchers 
is whether these formulas fully reflect all aspects of text 
complexity or only some of them. An exemplary experiment 
of contrasting two versions of the same text presented in 
(Thorndyke, 1977) illustrates limitations of Flesch-Kincaid 
readability formulas: complexity levels estimated with read-
ability formulas of a text and its jumbled version are the 
same, though it is obvious that the jumbled text is much 
more difficult to read and comprehend.

1  Although, the authors clarify that the machine learning models are supposed to be trained on representative text samples and their 
complexity levels are to be graded by qualified experts (Eremeev & Vorontsov, 2020).

2  Publication.pravo.gov.ru/document/0001202307280015

Back in the 1970s – 1990s, a number of formulas were devel-
oped and validated. They had more than those in Flesch-Kin-
caid variables and were expected to provide a much higher 
accuracy. Unfortunately, they also proved limited and were 
criticized in (Crossley et al., 2008; McNamara et al., 1996) for 
their ineffectiveness to take into account other parameters 
such as text informational capacity and discourse struc-
ture. While discriminating complexity levels in Wikipedia 
texts, standard readability formulas do not offer accuracy 
achieved with machine learning methods1 (Eremeev & Vo-
rontsov, 2020; Martinc et al., 2021).

In the 2000s – 2010s, hundreds of features were introduced 
and validated as text complexity predictors. E.g., Coh-Metrix 
(cohmetrix.com) computes 108 parameters, ReaderBench 
(Toma et al., 2021) calculates over 200 parameters, and 
TAALES (Kyle et al., 2018) calculates over 400 parameters. 
The majority of the parameters are interdependent thus 
forming the so-called clusters. For example, the average 
word length measured in letters/syllables is co-dependent 
with the average number of long words, i.e. words of two or 
more syllables. In fact, all readability formulas estimate the 
same, i.e. formal text complexity, and duplicate measure-
ments using slightly different parameters. In (McNamara 
et al., 2014), all the parameters they estimate are streamed 
into five groups: narrativity, syntactic simplicity, word con-
creteness, referential cohesion, and deep cohesion. The 
streaming is based on substantially different aspects of 
text complexity. However, despite a significant increase in 
the number and groups of parameters measured, there is 
always doubt if the list is exhaustive. Apparently, text com-
plexity is a multifaceted phenomenon that encompasses a 
range of different aspects which is difficult to exhaust.

The study dataset comprises textbooks used in Russian 
schools, the quality, sophistication and complexity of which 
have widely been discussed over decades (see Solnyshkina 
et al., 2020 for a review).  Recent reductions in the Feder-
al List of Textbooks recommended for use in mainstream 
schools2 did not make the situation less challenging:  al-
though educators in Russia have fewer choices, they still 
need reliable tools either to assist in choosing or modifying 
available texts for the target audience. Moreover, the quali-
ty of school textbooks language is another important issue 
in Russian education. At the moment, the quality of text-
book language is evaluated quite subjectively by experts, 
the existing expertise tests almost nothing but compliance 
with grammar, vocabulary and spelling norms. With the ad-
vent of online resources for the Russian language and mod-
ern natural language processing models, there is an oppor-
tunity to develop an algorithm to assist in addressing these 
challenges.

http://cohmetrix.com/)
http://www.readerbench.com/)
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Complexity of Text Topical Structure

In this paper, we introduce a new notion, i.e. complexity of 
text topical structure, which, to the best of our knowledge, 
has not been previously recognized as a quantifiable meas-
ure estimated with a limited number of parameters. We re-
fer to these parameters as ‘predictors of topical structure 
complexity’ which include the number of topics, topic coher-
ence, topic distribution, and topic weight.

The types of topic development identified by researchers 
indicate that while conveying information, writers do not 
limit themselves to one topic but may divert to other topics, 
boundaries of which are sometimes hard to identify (Wat-
son, 2016). Besides, as topics are developed differently in 
various text types and genres, e.g. instructional and expos-
itory texts may develop different types of topic progression 
following which may present additional difficulty for a read-
er (Ninio & Snow, 1999). Moreover, if topics are implicit or 
intertwined, the text is also hard to comprehend. The latter 
makes us conclude that structural organization of topics is 
directly related to text complexity.

Topic coherence is viewed in the article as semantic simi-
larity of the words forming a topic (McNamara et al., 2014; 
McNamara et al., 1996; Balyan et al., 2018), whereas text 
coherence is referred to as “sense relations between sin-
gle units (sentences or propositions) of a text” (www.glot-
topedia.org/index.php/Coherence) and manifests itself in 
repetitions or synonyms, as well as cohesion devices. As for 
comprehensive definition of ‘complexity of a text topical 
structure’, as a notion and an aspect of text complexity, it is, 
in our view, to exhibit and be based on precise mathemat-
ical formalism and specific features designating it. For the 
purpose indicated, we suggest implementing topic mode-
ling apparatus developed by distinguished scholars in re-
cent decades (Boyd-Graber et al., 2017; Mulunda et al., 2018; 
Rehurek & Sojka, 2010).

As it was mentioned earlier, similar numerical experiments 
require collections of texts annotated for complexity. For 
this purpose, researchers tend to use either collections of 
school textbooks, foreign language tests or collect corpora 
for specific research goals. As a rule of thumb in discourse 
complexology, suitability and ‘complexity’ of the dataset is 
to be evaluated by experts (Solovyev et al., 2022). 

Present Study
Following the tradition developed in the area, for the cur-
rent study we compiled four subcorpora: (1) a subcorpus of 
textbooks on Social Science, (2) a subcorpus of textbooks 
on Biology used in secondary and high schools of the Rus-
sian Federation, (3) a subcorpus of literary fiction read by 
students in secondary and high schools of the Russian Fed-
eration; (4) a subcorpus of texts used in tests for learners of 
Russian as a foreign language (A2-C1, CEFR).

In comparison with our previous conference papers (Sak-
hovskiy et al., 2020a, 2020b), we significantly extended ex-
perimental exploration of text complexity and focused on 
text complexity correlation with semantic and statistical 
properties of its topics. More specifically, in this research we 
have conducted new experiments, moving from one collec-
tion of educational texts on Social Science to four collections, 
including collections of school textbooks on Biology, fiction 
texts, and texts of Russian as a foreign language. We also 
extended evaluation of topic models and investigated effec-
tiveness of previously suggested topic-based complexity 
features using texts of different domains. Finally, we inves-
tigated the correlation between text complexity and topic 
variety     measured by the entropy of a topic distribution.

For the current analysis, we employ Latent Dirichlet Alloca-
tion (LDA) (Blei et al., 2003), and additive regularization of 
topic models (ARTM) (Vorontsov & Potapenko, 2015). The 
revealed topics are evaluated based on a number of several 
standard quality measures. Importantly, we show correla-
tion of the revealed topics with the textbooks grade levels 
using Spearman’s rank correlation.

Our objectives in this paper include (1) introducing a new 
concept of topical structure complexity as a quantifiable 
measure assessed with a limited number of parameters, 
and (2) testing the hypothesis that topic modeling methods 
enable to estimate complexity of a text topical structure. 
More specifically, we study the following questions:

(1) What is the reference range of topics in a collection of 
thematically related academic texts? We hypothesize 
that in order to achieve its goals and ensure readability, 
a text is supposed to have a certain optimum number of 
topics. A text typically contains more than one topic but 
topics excess hampers comprehension.

(2) Is topic coherence related to text complexity? Does topic 
coherence increase or   decrease across grades?

(3) What topic parameters are co-dependent with the grade 
level?

(4) What type of topic progression is characteristic of text-
books? How do types of topic progression change across 
grades? Can these types and changes be quantified?

LITERATURE REVIEW

It’s worth mentioning that the majority of research in the 
field of computer linguistics is often published in conference 
proceedings to establish precedence swiftly.

Text structure is viewed as an essential aspect of its com-
plexity and has been explored as a part of reading com-
prehension and writing processes (McNamara et al., 2019; 

http://www.glottopedia.org/index.php/Coherence
http://www.glottopedia.org/index.php/Coherence
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Williams, 2005). In the majority of investigations, research-
ers focus on one or more specific types of text structures. 
(Kendeou & Broek, 2007; Diakidoy et al., 2003) present ex-
perimentally validated influence of text structure in refuta-
tion and non-refutation texts types. (Williams, 2005) reports 
on differences of respondents comprehending compare vs 
contrast text structures. In (Roehling et al., 2017), the au-
thors identify text structure as one of the aspects of its com-
plexity. A number of works explore ways of improving “text 
coherence and text information structure” for students with 
learning disabilities (cf. Arfe and Mason, 2018).

The impact of text structure on understanding and storing 
information has been a focus of a number of psychologi-
cal and discourse studies. E.g. intensive studies on a sen-
tence level have been conducted   to test Chomsky’s theory. 
(McBride & Cutting, 2015) offer a thorough overview of clas-
sical works on the influence of text structure on understand-
ing individual sentences or short texts.

One of the main theories accepted by the majority of re-
searchers working in the area, is W. Kintsch’s theory of mac-
ro-propositions emphasizing a hierarchical organization of 
texts and revealing the structure and mechanisms of text 
comprehension (Kintsch, 1998). In (Ki ntsch & Vipond, 1979), 
W. Kintsch’s theory was applied to contrast complexity of 
speeches delivered by US presidential candidates, D.D. Ei-
senhower and A.E. Stevenson. The authors argue that D.D. 
Eisenhower’s speeches, if estimated with standard readabil-
ity formulas, are more complex than those of A.E. Steven-
son’s, but much simpler to comprehend which ultimately 
explains his victory in the election. The modern paradigm 
of text complexity studies also implements theory of mac-
ro-propositions to demonstrate that structural organization 
is manifested in features reflecting referential and deep 
cohesion of texts (McNamara et al., 2014; McNamara et al., 
2010; Balyan et al., 2018). The general conclusion of these 
studies is that texts of higher coherence are easier to com-
prehend. However, these studies were conducted at sen-
tence and paragraph levels, not the topical level of a corpus 
of texts, thus leaving a niche for our research.

Another aspect to emphasize is that highly cohesive texts 
are not necessarily coherent, i.e., cohesive ties per se do not 
constitute quality well-structured texts, but embody numer-
ous deliberate repetitions, which may make texts boring 
and unattractive. Well-written coherent texts, on the oppo-
site, are not repetitive, but can usually quite “uncontrover-
sially be divided into successively smaller segments down 
to the level of the clause, yielding a hierarchical structure” 
(Hobbs, 1990, p. 111). 

Higher thematic coherence manifested in semantic proxim-
ity of the most significant terms of topics is likely to con-
tribute to better comprehension of a text. However, if the 
topics are too close, a reader faces an interference effect as 
retroactive and proactive inhibition (Loftus, 1983). The latter 

is proved to hamper text comprehension. All the above es-
tablishes a new area to research in the area and highlights 
the importance of topic level of text complexity as a focus 
of new studies.  Within topic modeling as one of the most 
frequently implemented approaches aimed at defining the 
content of text collections with the help of automated tools, 
researchers accumulated a number of methods (Boyd-Gra-
ber et al., 2017) with a potential to be applied in a wide 
range of spheres (Mulunda et al., 2018). In this study we 
offer unsupervised learning methods enabling automatic 
extraction of those text features that affect text topic com-
plexity.

METHOD

Background
The modern research paradigm requires that parameters 
selected to measure complexity of a  text topical struc-
ture are to be tested on a representative corpus able to pro-
vide reproducibility of results. As it was mentioned earlier, 
to achieve the stated objectives, i.e. to test the algorithm 
proposed and apply topic modeling to assess the nature of 
a text structure and its complexity, we use Corpus of school 
textbooks.  We view school textbooks as a suitable type of 
texts for the research as they are sequenced from lower to 
higher grade levels based on their assigned complexity in-
dices. K. Berendes and S. Vajjala test (2018) this assumption 
and refer to it as ‘systematic complexification’. They also 
contrasted textbooks from different German publishers and 
validated the systematic complexification assumption with 
varying degrees of consistency (Berendes & Vajjala, 2018). 
Collections of school textbooks have also been widely used 
to teach and test various models assessing text complexity 
in different languages (cf. Al-Tamim et al., 2014; Chen et al., 
2013; Chen & Daowadung, 2015; Si & Callan, 2001; Santucci 
et al. 2020; Gazzola et al., 2022). Specifically, the tradition in 
the area is that a typical size of training collections of books 
is approximately a million tokens. Researchers use a corpo-
ra limited either by the number of subjects or grades. E.g. in 
Chen et al. (2013), these are textbooks on Mandarin, Social 
Studies, and Life Science for Grade 6 only. Si & Callan (2001) 
use a collection of Mathematics textbooks. Tanaka-Ishii et al. 
(2010) qualify a corpus of school textbooks as desirable and 
emphasize numerous challenges in compiling one. Another 
possible source of texts with assigned complexity levels is a                         
corpus of foreign language tests described by Laposhina et 
al. (2018).

In this paper, we report on the algorithm to identify, ex-
tract and match topics exemplified in 4 sets of text collec-
tions, i.e. textbooks on Social Studies, Biology used in the 5th 

- 11th grades of secondary and high schools of the Russian 
Federation, fiction texts selected to read by schoolchildren 
in secondary and high schools, and Russian texts used to 
teach Russian as a foreign language. It is noteworthy that 
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the research is conducted on a battery of textbooks written 
by one author or a collective of authors for all grades. This 
fact eliminates any influence of authors’ style or pedagogi-
cal concepts implemented in textbooks of different grades 
and enables to focus on text complexity only. Contrasting 
textbooks of the allegedly same complexity level written by 
different authors provides the possibility to identify the im-
pact of authors’ style.

In our experiments, we fit each topic model on the whole 
text collection. We have D documents and each document 
is described by frequencies of W words from the vocabulary 
elicited from the texts. The documents we have are of three 
types: full textbooks, segments, or paragraphs. The whole 
collection is viewed as an W by D matrix and the goal of top-
ic modeling is decomposition of a large matrix into smaller 
matrices: a document-topic matrix and the word-topic ma-
trix. Thus, we do not operate on the level of separate doc-
uments but instead fit a topic model on the full collection 
in one step. As for our experiments on correlation analysis, 
we first elicit the topic distribution of full textbooks using 
the observed word frequencies and then conduct our exper-
iments on these distributions. For details refer to (Sakhovs-
kiy et al., 2020b) where the authors provide mathematical 
foundations of topic modeling calculations.

Topic Models Quality: Metrics of Assessment
To assess the quality of a topic model, we utilized the follow-
ing metrics: word2vec-based metric (Nikolenko, 2016) and 
normalized pairwise mutual information (NPMI) (Bouma,  
2009). For our experiments, we employed 300-dimensional 
Rusvectores (Kutuzov & Kuzmenko, 2016) skip-gram models 
trained on the Russian National Corpus (RNC) (ruscorpora.
ru/) and the Taiga corpus (Shavrina &             Shapovalova, 2017). 

We use standard approaches based on the distributive hy-
pothesis which implies that semantics of a word is identi-
fied based on its contexts. Contexts are set by the adjacent 
words frequency vectors, and the metrics are calculated as 
distances between vectors. The normalized pairwise mutual 
information metric between two words indicates how likely 
the words are to occur together in a corpus.

A list of topic words is viewed as coherent if these words 
frequently occur in the same documents. To quantify the de-
gree of topic coherence, we utilized the NPMI.  In this work, 
we calculated the frequencies using RNC. The larger the 
NPMI measure, the more often the words of the topic occur 
together in the texts, i.e. the topic is more coherent.

The NPMI and word2vec-based metric are known to cor-
relate well with human estimates of topic interpretability 
(Nikolenko, 2016; Newman et al., 2010a; Newman et al., 
2010b), but they characterize topics from slightly different 
points of view. In Topic modeling studies, interpretability 

refers to subjective evaluation of experts to what extent a 
topic corresponds to any specific topic.

The word2vec-based Q-metric characterizes topics by how 
semantically close their words are, regardless of their rela-
tive location in the texts. The smaller the Q-metric, the closer 
is the semantics of the words, i.e. the topic is more coher-
ent. NPMI is a more complex measure. It takes into account 

‘words joint occurrence’ and reflects both the semantic prox-
imity of words and their syntactic properties. This measure 
is a function of two factors. On the one hand, the closer se-
mantically are the words, i.e. the more coherent is the topic, 
and the higher is the NPMI. On the other hand, high NPMI 
values can also be due to the fact that topic keywords form 
stable combinations, thus reflecting not so much text coher-
ence but its stereotyped style and occasionally the writer’s 
desire to facilitate text perception. If the collection of texts is 
stylistically homogeneous, and designed for similar catego-
ries of readers, then the second factor is leveled. However, 
in our case, i.e. with the collection of textbooks for different 
grades, the second factor is not leveled. Findings in (Niko-
lenko, 2016) indicate that the word2vec-based Q-metric re-
flects topic coherence better than NPMI.

Besides we introduce a new parameter, i.e. topic weight, 
which is defined as the average frequency of topic words in 
an auxiliary corpus. 

To increase the stability and robustness of topic evaluation 
(cf. Lau and Baldwin, 2016), we computed all metrics using 
5, 10, 15, 20 top frequency words of each topic and took the 
mean over the four values as a topic estimate. The model 
quality is the average topic quality over all its topics.

Data and Preprocessing
When constructing topic models, we used the following cor-
pora: (i) Corpus of Full Texts, (ii) Corpus of Segments, (iii) 
Corpus of Paragraphs. Corpora (ii) and (iii) were obtained 
by splitting full book corpus documents into smaller docu-
ments. The corpus of segments was compiled by the algo-
rithm designed to get a maximum possible number texts so 
that the trained model was of excellent quality. The algo-
rithm included numerous interdependent steps: sentences 
were sequentially added to the segment until the end of the 
book was reached, or until situations when adding a sen-
tence resulted in an excessive size of the segment. And in 
that case, the sentence was added to a new ‘empty’ seg-
ment. The maximum segment size was set at 1000 tokens. 
We also removed punctuation, rare words (i.e. words regis-
tered in fewer than 3 documents), stop-words and auxiliary 
parts of speech. The Stop-word list was adopted from github.
com/stopwords-iso/stopwords-ru. Ultimately the segments’ 
length appeared to be shorter than 1000 words. At the fi-
nal stage of preprocessing we also used UDPipe library for 
lemmatization and POS tagging. Table 1 below shows the 
corpora statistics received after preprocessing the dataset.
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The Table above shows that the average length of full texts 
in “Russian as a Foreign Language” subcorpus is small and 
does not differ much from the average length of a segment. 
Thus, splitting this collection into segments did not signifi-
cantly increase the number of documents, and was not used 
in further work.

The Topic models we used included the LDA model from 
Mallet library (McCallum, 2002), OnlineLDA (Hoffman et al. 
2010). and ARTM model from BigARTM library (Vorontsov, 
2015). While constructing LDA models, we performed 1000 
iterations in the training corpus. To tune hyperparameters 
of ARTM model, we introduced regularizers of selection 
and decorrelation of topics, regularizers of thinning distri-
butions (𝑑|𝑡) and 𝑝(𝑤|𝑡), the effect of which was gradually 
increased. The models were trained with 280 training iter-
ations for the corpus of full books and 175 iterations for 
smaller documents. 25 training iterations were performed 
in each document. We constructed models with the range 
of 5 to 100 topics and 1 step.

3  In Fig. 1, metrics and quality of the model are inversely dependent: the smaller is the metric, the higher is the quality of the model.

RESULTS

Quality Assessment of Topic Models

The quality of the constructed topic models was assessed 
with word2vec-based metrics and NPMI. While assessing 
the quality of each metric, we used 5, 10, 15, 20 most proba-
ble words of each topic.

The results of assessing the quality of topic models showed 
that LDA and ARTM models achieve the best quality of the 
selected metrics when trained on segments and paragraphs 
of the source texts. Thus, splitting the source texts into 
smaller sets of documents results in receiving more inter-
pretable and distinguishable topics. 

As an example, Fig. 1 presents quality assessments of the 
models trained on the collection of texts on Social Studies.

Figure 1 
Quality Assessments of Topic Models Trained on Social Studies Texts: Word2vec Metric with RNC3

Table 1
Number of documents and document lengths after preprocessing the collection

Collections Number of              full 
texts

Average document length (tokens)

full texts segments paragraphs

Social Studies 16 29214 576 26

Biology 25 22523 607 25

Russian as a Foreign Language 199 133 127 20

Fiction 111 19809 390 28
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The received estimates of the topic models were used to 
define the number of topics and the type of the docu-
ment split for further experiments. The resulting graphs 
demonstrate the main findings: the best quality values are 
observed for the LDA and ARTM segment models, and the 
best quality value of these models is achieved with a num-
ber of topics close to 20. The diagram also shows calculation 
results for the OnlineLDA model, but as they turned out to 
be the worst of the three models considered, the OnlineLDA 
was excluded from further analysis.

For further experiments of correlation tests of texts on So-
cial  Studies, we used the segment model. For all other col-
lections we implemented paragraph-trained models. The 
number of topics assigned are 40 for fiction texts and 20 for 
all other collections of texts.

Correlation Analysis of Topic Properties and 
Text Complexity
The topics obtained as a result of topic modeling were later 
used to define the topic properties able to identify the type 
of relations between a text and a certain level of complex-
ity. To this end we implemented distributions of topics in 
Corpus of Full Texts in the collections of Social Studies, Biol-
ogy, Fiction, and Russian as a Foreign Language. Each doc-
ument in this collection had an assigned complexity either 
by Common European Framework of Reference, i.e.A1-C2 
(www.coe.int/en/web/common-european-framework-ref-
erence-languages), or a grade level. The relationship be-
tween complexity levels and topic distribution metrics were 
assessed with Spearman’s correlation tests.

With the topic defined as 20 most probable words in a text, 
we conducted a number of experiments aimed at assessing 
the relationship between text complexity and the following 
text parameters: the average NPMI of topics and average 
distance between word vectors in the topic in the word-
2vec space. The research was performed on corpus Taiga 
and two subcorpora of RNC, i.e. Subcorpus “Sovremenny-
ye pis’mennyye teksty” of the Main Corpus and the Spoken 
Subcorpus. We applied two approaches to assess texts. The 
first implies (1) selecting a subset of topics which exceeded 

a certain established threshold of a topic probability in the 
text and (2) identifying a new text parameter as a certain 
subset of topics in a text. For our experiments, we 
use a threshold equal to 1/|𝑇|, where |𝑇| is the number 
of topics in the topic model. For example, the probability 
threshold for a topic in a book is 0.05 for a topic model with 
20 topics and 0.025 for a topic model with 40 topics. The dis-
advantage of this approach is information loss of the topics 
below the established threshold.

Another approach requires assessment of each topic con-
tribution to the book topics and is conducted based on the 
probability values of each topic in a certain book. In our 
work, this idea is realized in the cosine distance between the 
vector of topics probabilities in the document and the vector 
of assessments of individual topics. We also compared both 
approaches presented above to assess a document and 
implemented the average topic score as a parameter for a 
subset of topics selected based on the probability threshold.

Table 2 shows the values of Spearman’s correlation co-
efficients for the complexity levels of texts and the topics 
weight. The results obtained allow us to make the following 
main observations. Firstly, the cosine distance between the 
vectors of estimates and topics probabilities in the text ena-
bles higher absolute values of correlation coefficients. The 
results obtained are of little statistical significance if the 
probability threshold is employed as a method of selecting 
topics. Second, for all the collections of books, except for 
the collection of Russian as a foreign language, there is a 
negative correlation between the cosine distance and text 
complexity. Third, the phenomena are observed for both 
models. Thus, with text complexity increasing, the vector of 
topics probabilities in texts acquires similarities with the vec-
tor of topics weights.

Spearman’s correlation indices for text complexity and 
NPMI are provided in Table 3 below. 

As in the previous series of experiments on interdependen-
cy between the topic weight and text complexity level, we 
observed negative correlations while using the cosine dis-
tance as a way to calculate a text metric. However, for 

Table 2
Correlations between the Average Topic Weight (RNC Frequencies) and Text Complexity Level

Collection ot text

ρ, 𝑞, where ρ is Spearman’s correlation coefficient, ρ < 10-q

probability  threshold cosine distance

ARTM LDA ARTM LDA

Social Studies 0.55, 1 0.51, 1 -0.84, 3 -0.72, 2

Biology -0.13, 0 -0.18, 0 -0.54, 2 -0.60, 2

Fiction -0.07, 0 0.14, 0 -0.36, 3 -0.34, 3

Russian as a foreign language 0.11, 0 0.18, 2 -0.00, 0 -0.20, 2

Note.	 In	Table	2	and	below,	q	index	is	preceded	by	a	comma,	and	statistically	significant	if	≥	2.
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NPMI metric, the absolute values of the correlation coeffi-
cient are smaller, and the revealed dependencies have a 
lower level of statistical significance.

We also identified few values inconsistencies when the neg-
ative correlation alternates with positive. A probable reason 
for this has to do with the influence of two opposing factors 
on NPMI metric noted above.

Table 4 presents results of correlation tests for text complex-
ity level and the mean cosine distance between word2vec of 
the topic words. The results obtained are similar to the re-
sults of correlation tests for topic weight and text complex-
ity level: we observe a negative correlation for both types 
of topic models when using the cosine distance for all text 
collections, except for the collection of texts of Russian as a 
foreign language.

Dependencies between Text Complexity and 
Topic Structure
The next series of correlation tests was aimed at testing 
the hypothesis of interdependency between text complex-
ity and topic distribution structure in texts. We define topic 
distribution entropy as Shannon entropy of document-topic 
distribution p(t|d) of a pre-trained topic model. Since Shan-
non entropy reaches its maximum on uniform probability 
distribution, its smaller values would indicate that a text is 
focused on a small number of topics. Vice versa, higher en-

tropy indicates a text focused on a wide range of topics with 
generally sparse and shallow coverage.

The results of the correlation tests between text complex-
ity and topic distribution entropy are provided in Table 5 
below.

Spearman’s correlation tests indicate statistically significant 
positive correlation between topic distribution entropy of 
texts and their complexity level in Biology and Fiction col-
lections.  We also observe maximum of topic distribution 
entropy in cases when probabilities of all topics in texts are 
equal. That is true about polythematic texts with equally dis-
tributed coverage of topics. On the contrary, topic distribu-
tion entropy is minimal, if probability of one of the topics is 
close to 1, hence the text is monothematic.

Based on the results obtained, we conclude that more com-
plex Biology and Fiction texts cover more topics of com-
parable sizes. As texts of Russian as a foreign language are 
much shorter and their complexity does not grow across 
texts, their results differ dramatically: a short text cannot 
cover numerous topics and embodies monothematicity.

In texts of Social Studies collection, as in Biology and Fic-
tion texts, we observe a positive correlation for both types 
of models. However, statistical significance of the results is 
lower, which is either caused by a smaller size of the sample 
or by the fact that text complexity of this collection is largely 

Table 3
Correlations between NPMI Average Number of Topics and Text Complexity Level

Collection of texts

ρ, 𝑞, where ρ is Spearman’s correlation coefficient, ρ <10-q

probability  threshold cosine distance

ARTM LDA ARTM LDA

Social Studies 0.41, 0 0.63, 1 -0.68, 2 -0.61, 1

Biology -0.01, 0 0.33, 0 -0.32, 0 -0.46, 1

Fiction -0.17, 1 -0.16, 1 -0.25, 2 -0.16, 1

Russian as a foreign language 0.13, 1 -0.07, 0 -0.13, 1 -0.09, 0

Table 4
Correlations between Mean Topic Word2vec (RNC Model) and Text Complexity 

Collection of texts

ρ, 𝑞, where ρ is Spearman’s correlation coefficient, ρ <10-q

probability    threshold cosine distance

ARTM LDA ARTM LDA

Social Studies -0.69, 2 -0.78, 3 -0.62, 1 -0.43, 0

Biology -0.22, 0 -0.13, 0 -0.58, 2 -0.59, 2

Fiction 0.16, 1 0.04, 0 -0.39, 4 -0.28, 2

Russian as a foreign language 0.12, 1 -0.01, 0 0.09, 0 -0.17, 1
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dependent on different parameters. The findings may also 
be caused by frequency and semantic properties of the 
most probable topics which correspond to the observations 
obtained in the previous experiments (see Tables 2-5 above). 
Thus, the foregoing suggests that, as a function of the sub-
ject area, properties of different types of topics affect text 
complexity diversely. Consequently, a more accurate defini-
tion of complexity requires taking into account numerous 
properties of various texts including semantics, frequency, 
text topic structure.

Topic structures of individual texts were scrutinized based 
on the topic distributions of ARTM models trained on Social 
Science texts and a segment model with 20 topics. The re-
sults of the experiment are presented in Fig. 2.

Graphs in Fig. 2 show that textbooks of higher grades 
demonstrate lower probability of the most probable topic. 
On the opposite, the probability of the most probable topics 
in texts of the 5th and 6th grades is exponentially higher than 
probability of any other topic. Therefore, text complexity 
growth results in texts becoming polythematic, while lower 
complexity texts predominantly maintain their monothema-
ticity. This observation is consistent with the findings of the 
study on interdependency of entropy and complexity: text 
complexity growth leads to the increase of topic distribution 
entropy.

Topics Qualitative Analysis 
Analysis of words representing topics is a mandatory step in 
the Topic Modeling algorithm. To this end, we selected sev-
eral most interpreted topics of ARTM segment model with 
20 topics, trained them on a collection of Social Studies texts. 
Topics interpretability was assessed with word2vec scores. 
Table S1 in Appendix shows examples of the selected topics 
and their corresponding word2vec scores. In addition, for 
each topic selected we identify 5 texts, in which the share of 
the topic is maximum.

Analysis of the above topics reveals, that most of the topics, 
represented by the words semantically close in the word-
2vec, have the highest weight in the texts of the 9th – 11th 

grades. This observation is consistent with the results of 
the correlation tests presented in Table 4. However, there 
are cases inconsistent with this observation, for example, 
topics 1 and 4, which have a high weight in texts of the 6th 
and 7th grades, respectively. This observation indicates that 
text complexity estimate implies assessment of more than 
one topic metric, i.e. topic interpretability word2vec.

DISCUSSION

In this research, we investigate applicability of the two state-
of-the-art topic models, i.e. Latent Dirichlet Allocation (LDA), 
and Additive regularization of topic models (ARTM), for as-
sessment of text complexity in schoolbooks. We adopt three 
training strategies for representing books to train topic 
models: (i) full-length textbooks, (ii) segments with a max-
imum size of 1000 words, (iii) paragraphs. When assessing 
topic coherence, we used two metrics (word2vec, NPMI) and 
two corpora (RNC, Taiga).

We also validated the topical pattern of Russian school 
textbooks: typically, there are 15-20 topics in a collection of 
academic texts. This result does not depend either on the 
chosen method for assessing the quality of topics (word2vec 
or NPMI) or the text corpus (RNC or Taiga). Based on Social 
Studies textbooks, we presume that the selected 20 topics 
are well interpreted by experts.

ARTM demonstrated better evaluation results compared 
to LDA in terms of topic coherence metrics. Based on the 
trained topic models, we revealed correlation between book 
grades and properties of the highest weights topics.

Spearman rank correlation results demonstrate the follow-
ing statistically significant dependencies: (i) higher-grade 
texts, i. e. more complex texts, are characterized by higher 
topics coherence; (ii) higher-grade texts contain more top-
ics and the topics are equally distributed in the texts (dis-
tribution entropy of topics correlates with text complexity); 
(iii) higher grades texts contain fewer topic words of aver-
age frequency.Specifically, (i) implies that narrower, more 
specialized topics are taught in senior grades, i.e. there is a 

Table 5
Correlations between Text Complexity Level and Topic Distribution Entropy

Collection of texts
ρ, 𝑞, where ρ is Spearman’s correlation coefficient, ρ < 10-q

ARTM LDA

Social Studies 0.59, 1 0.38, 0

Biology 0.76, 4 0.59, 2

Fiction 0.42, 5 0.38, 4

Russian as a foreign language -0.10, 0 0.21, 2
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transition from general to more specific in introduction of 
educational material. This finding is also supported by (iii), 
which confirms that rarer, i.e. more specific terms are used 
in senior grades.

As for (ii), it implies that author’s attention in lower grades 
texts is focused on a limited, much lower number of topics 
than in the senior grades (Figure 2). Thus, throughout the 
school, textbooks acquire more topics, widening world view 

from narrow to broad in senior grades. Although this state-
ment may seem self-evident, the methods we have devel-
oped make it possible to obtain a quantitative assessment 
of this process for each subject and each series of textbooks 
of different grades.

The correlation coefficient of grade level received in the 
study is moderate, which indicates that we observe a lack 
of systematic complexification of textbooks across grades. 

Figure 2 
Distribution of Topics in Social Science Texts

(а) (b)

(c) (d)

(e) (f)
Note.	(a) - (c) refer to textbooks by Nikitin A.F., (d) - (f) refer to textbooks by Bogolyubov L.N.
 * marks advanced complexity levels of books
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The latter is similar to the results obtained in (Berendes & 
Vajjala, 2018) for German school textbooks. We have also es-
tablished correlation of two additional parameters, i.e. topic 
weight and distribution entropy of topics with text complex-
ity. In addition to this we confirmed the previously obtained 
results (Sakhovskiy et al., 2020a, Sakhovskiy et al., 2020b) 
and replicated them on a larger representative balanced 
collection of texts.

CONCLUSION

The article offers a consistent description of experimental 
application of topic modeling algorithms to evaluating a 
text structure. The dataset used in the study was compiled 
of graded texts of four academic subcorpora, i.e. textbooks 
of Social studies and Biology for Russian schools, tests ma-
terials for Russian as a foreign language and texts for extra-
curricular reading. We revealed and described patterns of 
structural change in educational texts as they become more 
complex from grade to grade. The study confirmed the hy-
pothesis that topic properties change systematically across 
grade levels. We also offer a list of parameters discriminat-
ing various educational texts structures, and present the lat-
ter as a set of topics designed of keywords. We validated the 
list of introduced parameters, i.e. number of topics,  topic 
coherence, topic distribution, and topic weight as predictors 
of (1) a  topics change from specific to general; and (2)  an 
increasing text complexity. 

We conclude that topic models can be used to assess text 
structure dynamics. Due to the ease of computing values 
of these parameters with available software programs, they 
can be used along with traditional text complexity assess-
ment tools. We also emphasize that the studied param-
eters characterize only one aspect of text complexity, i.e. 
structural organization of text topics.

In the algorithm suggested, complexity is assessed not by 
commonly used linguistic parameters (length of sentences, 

number of long words, TTR, etc.), but by computational pa-
rameters related to textbook topics. The proposed approach 
offers new insights into the problems of text complexity and 
methods of presenting educational material in a textbook. 
Automatically obtained metrics of the introduced param-
eters, i.e. number of topics, topic coherence, distribution, 
and weight, enable to evaluate sustainability of strategy 
and presentation techniques across a text/textbook. The al-
gorithm designed and developed for Russian texts can be 
further extrapolated to other languages and texts, provided 
the language is well-resourced and a representative corpus 
is available to compute word2vec and NPMI.
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APPENDIX

Examples of the selected topics and their corresponding word2vec scores

Table S1 
ARTM	Segment	Model	Topics	and	Texts	with	Maximum	Topic	Weights.	A	Lower	Word2vec	Qt	Score	Corresponds	to	a	Better	Topic	

# 𝑄𝑡 Topic Most probable words of the topic Books with the 
highest weight

Weights  of topics  in 
texts

1 0.61 Political 
system

federation power Russian state  law state organ 
Constitution of RF federal

Nik-6

Nik-10-11

Nik-11 

Bog-9 

Nik-8-9

0.17

0.16

0.15

0.11

0.08

4 0.64 Law and 
order

crime law court criminal administrative punish-
ment  offense law responsibility authority

Nik-10-11

Nik-7 

Bog-9 

Nik-9 

Nik-11

0.23

0.17

0.14

0.12

0.10

13 0.65 Science science knowledge scientific education human 
cognition scientist research activity truth

Bog-10* 

Nik-10 

Bog-10 

Bog-8

Nik-8-9

0.17

0.10

0.08

0.05

0.05

18 0.65 Development             
of society

society country development economic life social 
production economy modern social

Bog-11* 

Nik-10 

Bog-10 

Bog-8

Bog-10*

0.17

0.09

0.09

0.09

0.08

16 0.65 Economy economy money commodity state country price 
market income market economic

Nik-11 

Nik-9 

Bog-8 

Bog-7 

Nik-8-9

0.21

0.18

0.18

0.07

0.05

8 0.66 Religion religion religious person society philosopher life 
history century state god

Nik-10 

Nik-8-9

Bog-10*

 Nik-7

Nik-8

0.12

0.09

0.08

0.05

0.04

14 0.66 National  
identity

people person country national state Russia cul-
ture Russian conflict language

Nik-6 

Nik-10 

Nik-8-9

Nik-8 

Bog-8

0.10

0.07

0.07

0.06

0.05
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# 𝑄𝑡 Topic Most probable words of the topic Books with the 
highest weight

Weights  of topics  in 
texts

19 0.67 Personality person activity society personality social life con-
sciousness need social  spiritual

Bog-10*

 Bog-10 

Nik-10 

Bog-9

Bog-11*

0.25

0.12

0.12

0.09

0.06

11 0.68 Culture culture art spiritual mass society human value 
artistic  cultural work

Bog-10 

Bog-11*

 Nik-8

Nik-10 

Bog-10*

0.10

0.08

0.05

0.04

0.04
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