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ABSTRACT

Introduction: the JLE editors analyse the scope and depth of the subject area of ChatGPT and related topics based on the Scopus database. The Scopus statistics prove a skyrocketing rise in the number of publications in the field in question during 2023. The major alarming themes cover authorship and integrity related to AI-assisted writing, threats to educational practices, medicine, and malevolent uses of ChatGPT.

Keywords Explained: the key terminology is defined, including generative pre-trained transformers (GPT); ChatGPT; artificial intelligence (AI); AI chatbots; natural language processing (NLP); large language models; Open AI; large language model (LLM).

International Research on ChatGPT: as of September 24 2023, the Scopus database has indexed 1,935 publications, with “ChatGPT” in the title, abstract, or keywords. A skyrocketing rise in the number of research has been reported since the early days of 2023. 1,925 indexed publications out of 1,935 were published in 2023. Most of them came from the USA, India, the UK, and China. The number of documents indexed in the Scopus database as well as PubMed, arXiv and others are exponentially rising.

ChatGPT in education: the academic community has been actively discussing the challenges education will face in the era of ChatGPT in the context of the fundamental threats posed to the educational system. The latter include assessment procedures, information accuracy, and skill devaluation. As many complex technologies, generative pre-trained transformers are ambivalent in nature, providing a great potential for learning and education at large, including new approaches based on critical thinking and awareness of the pros and cons of AI.

ChatGPT in science: great prospects for text generation and improvements in language quality adjoin to dubious authorship and potentially inconsistent and erroneous parts in the AI-produced texts. Publishers and journals are working out new publishing policies, including publishing ethics towards AI-assisted or AI-improved submissions.

Conclusion: JLE is planning to revise its editorial policy to address the new challenges from AI technologies. JLE editors welcome new submissions of research articles and reviews as well as special issues on ChatGPT and related themes, with potential applications of chatbots in education, innovative approaches to writing assignments, facilitating personalized learning, academic integrity issues related to AI-supported writing, etc. in focus.
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INTRODUCTION

The world witnesses that AI-generated writings are spreading across various fields. AI assistants have been used for the recent years across education and science. The most popular and efficient AI tools encompass Grammarly¹, Jas-
The recent ubiquity of the advanced AI technologies makes the popularity of ChatGPT can be easily explained. Writing tools of AI, such as drones and chatbots, are considered to have some potential implications. The challenges, or rather threats and academic integrity concerns, wider exposure to misinformation and fake news in the media (Tewari et al., 2021). Different malevolent uses are likely to influence other human activities (Alasadi, & Baiz, 2023; Fyfe, 2023; Firat, 2023; Illia et al., 2023; Yeo, 2023; Lund, & Wang, 2023).

The JLE editors in their review aim to consider the scope of the emerging field and outline some implications of the technology for scholarly publishing and education as well as the most essential directions of research.

Keywords Explained

Generative pre-trained transformer (GPT) is a large language model serving as a framework for generative artificial intelligence. Such transformers are pre-trained on big sets of text. They generate human-like texts.

ChatGPT is an AI-powered language model developed by OpenAI (Los Angeles, California). On November 30, 2022, OpenAI launched ChatGPT that opened new opportunities for text production. At present, ChatGPT 3.5 and ChatGPT 4 (or ChatGPT Plus) are available on the market. The former was freely released as a research preview. ChatGPT 4 is distributed to paid subscribers.

Artificial intelligence (AI) may be defined as the intelligence of software, mainly high-profile applications such as advanced search engines, natural language understanding, generative tools, recommendation platforms, driverless cars, strategic games. AI became an academic field and discipline in 1956.

AI chatbots represent a software application initially called chatterbots, mimicking human conversation. AI chatbots are based on text or voice interactions.

Natural language processing (NLP) is a subfield of computer science and linguistics. It aims to enable computers to understand and generate human languages based on natural language datasets in the form of corpora (both text and speech).

OpenAI is an American artificial intelligence laboratory founded in 2015. In 2020, OpenAI presented GPT3, a large language model trained on big datasets. In late 2022,
GPT3.5 chatbot was launched. In March 2023, GPT4 entered the market.

Large language model (LLM) is a model of natural language processing that uses big data to be trained to generate human texts. The model is based on billions of parameters that help it to mimic human languages.

International Research on ChatGPT

We searched the Scopus database for the key word “ChatGPT” and found 1,935 indexed documents on September 24, 2023. Almost all publications (n=1,925) came out in 2023. The prevailing publication type is the “article” (n=827). There are quite many letters (n=350), editorials (n=204), and notes (n=164). Conference papers account for 211 papers. 123 reviews were published during 2023. The most prolific authors include A.Kleebayoon (n=35), V.Wiwanitkit (n=29), and P.P.Ray (n=22). The most highly cited publication in the area is headlined “ChatGPT is fun, but not an author” and has 233 citations as of September 24, 2023 (Thorp, 2023).

Most publications came from the USA (n=611), India (n=192), the UK (n=161), and China (n=154) (see Fig.2). Medicine (n=797), Computer Science (n=493), and Social Sciences (n=472) top the breakdown by subject area (Figure1).

To analyse the speed at which the field had been rising, we compared the readings of the above search and the one made as of April 1, 2023 (Liu et al., 2023). The latter brought 194 papers mentioning ChatGPT on arXiv. A search on the keyword “ChatGPT” identified 186 articles in the PubMed as of April 3, 2023, as compared with only 36 publications on February 23 2023 (Misra & Chadwar, 2023). We expect that much more research articles and other publications will add to the field in the near future.

ChatGPT in Education

ChatGPT makes educators, teachers, faculty, professors, and lectures revise traditional educational practices. Assessment is an essential part of education at all educational levels as it gives feedback and outlines the educational outcomes. Traditionally, writing is a predominant way of evaluation. As it takes time, it is often applied out of class (writing essays, reports, and other tasks). An easy access to ChatGPT and similar technologies may tempt students to outsource their tasks to AI tools (Steele, 2023). Two important educational failures are likely to follow: wrong assessment and devaluation of skills.

GPT bots may lure students into accumulating the information they need, ignoring other more reliable sources. Reliability can be easily sacrificed in favour of availability of information via ChatGPT. Educators will have to work out tasks based on critical thinking for students to evaluate any in-
formation they get. Traditional writing forms of assessment may be limited to digital-free class (Kikalishvili, 2023).

As previous threats to education (for instance, a calculator some forty years ago), ChatGPT may prove boon. A similar paradox (Steele, 2023) will cause major revisions in the measurements of knowledge and skills. A new AI-supported workplace will require employees with adequate skills. The latter are to be reevaluated to meet the emerging demands. Given mental awareness and critical perception of information, any new technologies may be adapted for educational purposes and turned into supporting tools. Alarming rhetoric of educators is largely caused by prudence and conservativeness of education as a social institution. But Covid-19 pandemic and the related pedagogy of emergency have increased the adaptivity of educational systems. Today, they are more or less prepared for the sweeping changes associated with AI.

JLE board members and editors are looking forward to new research submissions that will shed light on the looming educational landscape where AI plays on educators’ and students’ side. The research agenda covers “further exploration of the ethical implications of AI for education, the development of strategies to manage privacy concerns, and the investigation of how educational institutions can best prepare for the integration of AI technologies” (Firat, 2023, p.57). The recently published literature reviews and research outline some potential lines of research that we also see as promising and essential for the academic community at large. They embrace potential applications of chatbots in education, including innovative methods and writing assignments, shifting the focus on skills and competencies (Firat, 2023); facilitating personalized learning and consequent-ly academic achievements, engagement, and self-efficacy (Fuchs, 2023); academic integrity issues related to online examinations (Huber et al., 2023; Fyfe, 2023); ChatGPT mediating role in assessment practices (Farazouli et al., 2023), etc.

**ChatGPT in Science**

The academic community is stirred by consequences of potential uses of ChatGPT-generated content (Tang, 2023). As the texts produced by AI may successfully follow language patterns typical of the academic writing style and mimic research articles, there is a growing concern that unscrupulous researchers may be tempted to generate partially or more extensively texts, using ChatGPT, and deceitfully pass off AI-created texts as their writings. They may incorporate incomplete, inconsistent, or fallible pieces of the LLM-based texts into their submission (Tools such as ChatCPT, 2023).

No doubt, the technologies are advantageous for non-native English-speaking authors or even native speakers as they may avoid weaknesses in their submissions related to the language quality. But can such a text be totally attributed to the researcher? The plagiarism detecting tools can tell the ChatGPT-generated texts from human writings, though ChatGPT-produced texts are considered as original or newly produced. Special tools detecting AI-generated content are already available with more work in progress (Misra & Chandwar, 2023). The way AI presence is found is connected to regular patterns and algorithms any AI-generated text is based on. Researchers may select to play around with the ChatGPT’s help throughout the writing, or only in some chunks of the article.

Authorship of such texts as submissions is raising doubts (Hufton, 2023). Academics and researchers express worries as AI does not bear any responsibility for the produced information (Tang, 2023). In late 2022 and early 2023, several preprints and publications were released, with ChatGPT indicated as a co-author. It led to a heated discussion of AI’s
authorship. In the wake of ChatGPT launch, Springer Nature was nearly the first to develop new technologies spotting LLM-generated output. The publishers also supported those researchers who disapprove of “citing the bot as an author” (Tollefson, 2023). The debate is still on the rise on the role of the AI tools in producing scientific literature. LLM tools cannot be accepted as a credited author as “any attribution of authorship is connected to responsibility” (Tools such as ChatCPT, 2023) that sounds senseless if applied to AI.

Many journals are revising their editorial policy regarding their authors’ use of AI in their submissions. They tend to disallow crediting ChatGPT or other artificial intelligence language models as a co-author. In early 2023, a few pre-prints and submissions, mainly in medicine, turned out to contain information on AI authorship. It launched a discussion on the possibility of AI authorship. Consequently, medical journals pioneered the revision of roles of authors and contributors, specifying the disclosure procedure of artificial intelligence-assisted technology in the production of any submission. Elsevier was among those publishers who pioneered new policies related to AI-assisted tools. Elsevier in their journals expects their authors to make a statement on the use of AI-assisted tools. In other publishing houses or journals, researchers should seek permission from their publisher or editor in case they use AI in any part of their submission (but for the information on the authors that is generally prohibited) or specify the sections where they used AI.

Elsevier’s Practices

In February 2023, updates on the use of artificial intelligence tools in the submissions were introduced into Elsevier’s authorship policy (Hufton, 2023). According to Elsevier policies and guidelines, authors, editors, and reviewers are to follow Publishing Ethics where the use of generative AI and AI-assisted technologies (ChatGPT, NovelAI, Jasper AI, Rytr AI, DALL-E, etc.) in scientific writing, in the journal peer-review and editorial process is described.

For Elsevier authors: The policy regarding AI-based technologies exclusively refers to the writing process barring the research process. Authors may improve readability and language of their submission without reservations. General oversight and editing are the author’s responsibility. If AI is applied, the author is to make a statement. “Authors should not list AI and AI-assisted technologies as an author or co-author, nor cite AI as an author.”

For Elsevier editors and reviewers: As any submitted manuscript is confidential, no part of it may be uploaded into a generative AI tool. The latter may infringe the author’s confidentiality and data privacy rights. As correspondence with authors contains personal data, editors cannot upload it into a generative AI tool either. Reviewers should not use AI-assisted tools in the scientific review as peer review is based on critical thinking that is missing from such tools. Moreover, generative AI technologies may produce incorrect or biased conclusions.

The academic community is unanimous that any content produced by AI tools should be “screened and edited for accuracy and appropriateness before dissemination” (Misra & Chadwar, 2023). JLE editors cannot but share the stance of Elsevier and other publishers on the AI-related publishing ethics.

CONCLUSION

ChatGPT has been changing the realities in education, academia, media, and communication. At present, it is impossible to foresee the speed, depth, and scope of transformations. New and unexpected implications of ChatGPT may arise soon. It is high time for journals to revise their notions related to authorship, integrity, and use of AI at large in research and scholarly writing. Following this editorial, JLE is planning to include a provision regulating AI-supported and AI-generated writing in the JLE guidelines for authors and reviewers.

As this new emerging field of study is rising fast, JLE editors welcome any initiatives on special issues, new submissions of research articles and reviews on ChatGPT and associated themes.
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