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ABSTRACT
Introduction: Readability formulas are crucial for identifying suitable texts for children’s 
reading development. Traditional formulas, however, are linear models designed for alphabetic 
languages and struggle with numerous predictors.

Purpose: To develop advanced readability formulas for Chinese texts using machine-learning 
algorithms that can handle hundreds of predictors. It is also the first readability formula 
developed in Hong Kong.

Method: The corpus comprised 723 texts from 72 Chinese language arts textbooks used in 
public primary schools. The study considered 274 linguistic features at the character, word, 
syntax, and discourse levels as predictor variables. The outcome variables were the publisher-
assigned semester scale and the teacher-rated readability level. Fifteen combinations of 
linguistic features were trained using Support Vector Machine (SVM) and Random Forest (RF) 
algorithms. Model performance was evaluated by prediction accuracy and the mean absolute 
error between predicted and actual readability. For both publisher-assigned and teacher-rated 
readability, the all-level-feature-RF and character-level-feature-RF models performed the best. 
The top 10 predictive features of the two optimal models were analyzed.

Results: Among the publisher-assigned and subjective readability measures, the all-RF and 
character-RF models performed the best. The feature importance analyses of these two optimal 
models highlight the significance of character learning sequences, character frequency, and 
word frequency in estimating text readability in the Chinese context of Hong Kong. In addition, 
the findings suggest that publishers might rely on diverse information sources to assign 
semesters, whereas teachers likely prefer to utilize indices that can be directly derived from the 
texts themselves to gauge readability levels. 

Conclusion: The findings highlight the importance of character-level features, particularly the 
timing of a character’s introduction in the textbook, in predicting text readability in the Hong 
Kong Chinese context.
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INTRODUCTION
Text readability refers to the ease with 
which a text can be read and under-
stood (Crossley et al., 2019). A number 
of studies across languages have found 
that reader-level characteristics, such 
as linguistic knowledge and motivation, 
can influence text readability (Stutz et 
al., 2016; Zhang et al., 2014). At the same 
time, text-level linguistic features, such 
as word frequency and sentence length, 

also play pivotal roles in text readabili-
ty (Crossley et al., 2023; Mesmer, 2005). 
While reader-level characteristics have 
been extensively explored in reading re-
search (McBride-Chang et al., 2005; Stutz 
et al., 2016), text-level features in the 
context of text readability, particularly in 
the Chinese language, have received less 
attention (Crossley et al., 2023; Fitzger-
ald et al., 2015; Sung et al., 2015). To ad-
dress this gap, this study examined how 
text-level features affect text readability 
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in Hong Kong primary school Chinese textbooks. The find-
ings aim to improve the alignment between text and chil-
dren’s reading abilities, thereby enhancing learning efficien-
cy in Chinese.

Text Readability and Linguistic Features at 
Different Levels 
Text readability can be quantified by constructing a reada-
bility formula (Crossley et al., 2019), which provides an over-
view of text difficulty. It shows promise in benchmarking 
children’s text-difficulty ability levels more accurately, thus 
allowing them to read texts at target readability levels. These 
formulas typically result in an absolute score or a grade lev-
el that indicates the level of text an average reader in that 
grade is expected to be able to read and understand suc-
cessfully (Kincaid et al., 1975; Solnyshkina et al., 2017). For 
example, one of the most well-known readability formulas, 
the Flesch-Kincaid grade level formula (Kincaid et al., 1975), 
(0.39 × the average number of words used per sentence) + 
(11.8 × the average number of syllables per word) – 15.59, 
is designed to result in a grade level that indicates a text’s 
readability. For example, a score of 5.3 indicates that the text 
is appropriate for fifth graders. 

These formulas usually consider a few linguistic features, 
however, research has shown that features relating to word, 
syntax, and discourse levels significantly affect text compre-
hension in various languages, such as English and Chinese 
(Crossley et al., 2019; Liu et al., 2024; Pinney et al., 2024; Sol-
nyshkina et al., 2017). At the word level, word length, i.e., 
the number of characters per word, is a key indicator of text 
readability. Longer words typically signify more challeng-
ing texts, while shorter words suggest easier comprehen-
sion (Crossley et al., 2023; Mesmer & Hiebert, 2015). Word 
diversity, which reflects the range of different words used 
in a text, also influences readability (Sung et al., 2015). Word 
frequency and psycholinguistic-related indexes, particularly 
reaction time and error rate in lexical decision tasks, have 
been associated with text readability (Tsang et al., 2018; Tse 
et al., 2017). In addition to being recognized, the meanings 
of words are required for successful understanding, result-
ing in a role for semantic information of words in text read-
ing (Mesmer & Hiebert, 2015). Also, part-of-speech of words 
(the grammatical category or classification of words in a lan-
guage based on their functions and roles within a sentence, 
e.g., nouns and verbs) influence text readability since higher 
readability levels of texts are generally associated with high-
er proportions of conjunction words and adverbs, whereas 
lower readability text levels are linked to higher proportions 
of adjectives and modal words (Liu et al., 2024).
At the syntax level, sentence length is important. Longer 
sentences and greater distances between related words in a 
sentence imply higher syntactic complexity (Crossley et al., 
2023). Word dependency, the average distance between two 
related words in a sentence, has also been found to be related 
to syntactic complexity (Crossley et al., 2023). A sentence can 

be easier if the average distance between two related words 
is shorter (Crossley et al., 2019). Sentence grammar, which 
encompasses logical relationships within a sentence, can also 
contribute to the complexity of syntax (Graesser et al., 2011).
Discourse-level factors, primarily the relationships between 
the sentences of a text, also impact readability (Pinney et al., 
2024). These discourse structures, tied to text cohesion, can 
influence how clearly a noun, pronoun, or noun phrase can 
be linked to another element (Givón, 1995). Causal cohesion, 
related to connective indices, can reduce text readability 
by building relationships between words, concepts, and 
paragraphs (Graesser et al., 2011).

Text Readability Research in Chinese
Text readability research in Chinese incorporates word, syn-
tax, and discourse-level features as in alphabetic languages, 
but also considers character-level features due to that the 
character is the basic writing unit in the Chinese language 
(Cheng et al., 2020; Sung et al., 2015). Specifically, a character 
can stand alone to form a one-character word (e.g., 筆/bat1/ 
pen) or can be combined with others to form two-character 
words (e.g., 筆記/bat1-gei3/ note), or three- or more-char-
acter words (e.g., 筆記本/bat1-gei3-bun2/ notebook,). Each 
Chinese character has its own form, sound, and meaning(s); 
therefore, related linguistic features attached to characters 
can influence text readability (Sung et al., 2015). Tradition-
al Chinese text readability formulas include character-level 
features, like the average number of characters, but often 
overlook other influential factors, particularly at the dis-
course level, such as text cohesion (Cheng et al., 2020; Jing, 
1995). They also assume a linear relationship between read-
ability level and linguistic features, limiting the accuracy of 
the model (Rodriguez-Galiano et al., 2015).

To address these issues, machine learning techniques have 
been employed to improve readability estimation. Unlike 
traditional formulas, machine learning can handle a large 
number of linguistic features and identify complex rela-
tionships among them (Rodriguez-Galiano et al., 2015). 
This approach presents the predicted readability level as a 
category (e.g., Grade 5), indicating the appropriate reading 
level for readers in that grade. In addition to aiding read-
er-text matching, the machine learning approach can en-
hance our understanding of text readability by identifying 
key linguistic features (Rodriguez-Galiano et al., 2015). For 
instance, Fitzgerald et al. (2015) analyzed 238 features and 
determined that nine features related to word structure, se-
mantics, and cohesion were crucial for understanding Eng-
lish text complexity. Therefore, the current study employed 
machine learning approaches to provide insights into text 
readability.

Machine Learning Based Text Readability 
Formulas in Chinese
Machine learning techniques have been utilized to explore 
text readability in Chinese, with studies primarily focusing 



Zhengye Xu, Yixun Li, Duo Liu

148 JLE  |  Vol. 10  |  No. 4  |  2024

| Research Papers

on the support vector machine (SVM) algorithm (e.g., Chen 
et al., 2011; Sung et al., 2015; Wu et al., 2020). These stud-
ies, mostly conducted in Taiwan, used traditional Chinese 
writing systems and multilevel linguistic features to train 
SVM models for classifying text readability, achieving high 
accuracy rates for lower (first and second, 95%) and mid-
dle-grade levels (third and fourth grades, 84%; Chen et al., 
2013). For a more nuanced classification, using the grade 
level (i.e., Grades 1–6) as the indicator for text readability, 
Sung et al. (2015) combined SVM with 31 linguistic features 
from lexical, semantic, syntax, and discourse levels. Sung et 
al. (2015) found that models incorporating features from 
multilevel offered higher accuracy in predicting text read-
ability (71.75%) than models using features from a single 
level (43.97%–65.13%).

Research on text readability in simplified Chinese, predom-
inantly used in Mainland China, has also been conducted. 
Wu et al. (2020) utilized SVM models to examine the impact 
on text readability of 104 linguistic features from charac-
ter, word (comprising two or more characters), syntax, and 
discourse. The findings of Wu et al. (2020) indicated that 
among the models with single-level features, the word-level 
features (accuracy: 62.1%) performed the best. Moreover, 
the inclusion of character (accuracy: 63.8%) and syntax (ac-
curacy: 63.1%) level features improved prediction accuracy 
more than the word-level model did.

A recent study (Liu et al., 2024) examined linguistic features 
on simplified Chinese text readability using a detailed se-
mester-level scale (i.e., 1-12). They used the random forest 
(RF) and SVM algorithms along with numerous lexical and 
discourse features, confirming that models using features 
from multiple levels outperformed those using features 
from a single level, with higher accuracies (RF: 27%; SVM: 
28%) and lower mean absolute error, the average absolute 
difference between the true and predicted readability lev-
els (MAE, RF: 1.24; SVM: 1.25). Furthermore, Liu et al. (2024) 
identified that character and word frequency, semantic fea-
tures, lexical diversity, syntactic categories, and referential 
cohesion were the most important features. 

However, compared to the situations in Mainland China 
and Taiwan, less attention has been paid to text readabili-
ty in Hong Kong, where the Chinese community has unique 
text-related features that differ from those in Mainland 
China and Taiwan (McBride-Chang et al., 2005). To address 
this gap, the current study aimed to develop an appropriate 
model for approximating text readability in Hong Kong.

The Present Study
The present study focuses on text readability in Hong Kong, 
where the traditional writing system is used, and texts are 
processed in Cantonese, differing from Mainland China 
and Taiwan. Cantonese possesses some unique features, 
such as additional tones and vocabulary, specific spoken 

language terms, and regional variations. For example, the 
character 是/si6/ is used in written language, while 係/hai6/ 
is more commonly used in spoken language to express the 
meanings of yes. Moreover, in the spoken language, Canton-
ese has some words to indicate the ends of utterances, such 
as 啊/aa3/, 㗎/gaa3/, and 囉/lo1/, which are not commonly 
used in formal books. Also, some terms used in Hong Kong 
differ from those used in Mainland China and Taiwan. For 
instance, the concepts of bus and taxi are often represented 
by 巴士/baa1-si6/ and 的士/dik1-si6/, respectively, in Hong 
Kong. However, they are expressed as 公交/gong1-jiao1/ 
and 出租车/chu1-zu1-che1/, respectively, in Mainland China, 
and公車/gong1-che1/ and 計程車/ji4-cheng2-che1/, respec-
tively, in Taiwan. These features of Cantonese make it nec-
essary to develop readability formulas using a corpus de-
veloped with locally used texts (McBride-Chang et al., 2005).

This study uses a corpus of articles from Chinese language 
arts textbooks commonly used in Hong Kong, particularly 
for primary school students. Following previous studies in 
the Chinese language (e.g., Liu et al., 2024; Sung et al., 2015), 
the study incorporates linguistic features from character, 
word, syntax, and discourse levels to estimate text reada-
bility. It employs a more nuanced scale based on semesters, 
with a readability level scale of 1-24. The study also uses a 
subjective indicator, teacher-rated semesters, for each se-
lected text. SVM and RF were adopted, and the importance 
of linguistic features was analyzed to comprehensively 
understand text readability in the Chinese language. The 
current study sought to answer two research questions: 1) 
Whether and to what extent do the levels of features affect 
text readability models’ performance? 2) What are the fea-
tures that are most important to the current best model(s)?

METHOD

Study Design
This study utilized a text corpus from Chinese language arts 
textbooks for primary school students published by three 
major Hong Kong publishers. Due to copyright issues, the 
text materials can not be publicly shared. Each publisher 
contributed four textbooks per grade level, divided into two 
textbooks per semester, yielding a total of 72 textbooks. Two 
research assistants meticulously digitalized and proofread 
the texts three times to ensure accuracy. The study consid-
ered 723 texts after excluding non-passage elements such 
as ancient Chinese prose, illustrations, tables of contents, 
bibliographies, and indexes. Then, linguistic features to rep-
resent character-, word-, syntax-, and discourse-level char-
acteristics of each text were extracted and calculated using 
the CKIP Chinese word segmentation system (Ma & Chen, 
2005). This study was approved by the Human Research 
Ethics Committee of The Education University of Hong Kong 
and conformed to the Declaration of Helsinki.
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The study used machine learning models built with scikit-
learn version 1.1.2 in Python 3.10 to explore the predictive 
roles of multiple levels of linguistic features in text readabil-
ity (Pedregosa et al., 2011). Text readability was represent-
ed by two indicators: publisher-assigned semester (Y1) and 
teacher-rated semester (Y2). The teacher-rated semester 
was the average ratings of text readability levels of 11 ex-
perienced primary school teachers (whose written informed 
consent to participate in the study was obtained), using a 
1-9 scale tailored for an average reader in the correspond-
ing grade. for these 11 teachers. We then assigned a teach-
er-rated semester to the texts in each publisher-assigned 
semester based on the rearranged average ratings within 
each grade. Both Y1 and Y2 ranged from 1-24, with higher 
values indicating greater text readability. A total of 15 com-
binations of linguistic features (referred to as Xs) at different 
levels were developed: character (C), word (W), syntax (S), 
and discourse (D). These included single-level Xs (C, W, S, D), 
two-level Xs (C_W, C_S, C_D, W_S, W_D, S_D), three-level Xs 
(C_W_S, C_W_D, C_S_D, W_S_D), and a four-level X (Xall).

According to Liu et al. (2024) and Sung et al. (2015), two ma-
chine learning algorithms, SVM and RF, were employed. A 
five-fold cross-validation approach was used to evaluate the 
performance of the machine learning models. The 723 texts 
were randomly divided into five subsets, with each subset 
containing an equal percentage of texts from each semes-
ter. Four subsets were used for training, and one subset was 
used for testing in each iteration. The predicted Y values 
from the models were compared to the actual Y values to as-
sess accuracy and MAE. Linear mixed models (LMMs) were 
constructed with the the lmer package in R 4.0.3 to compare 
the prediction performance (Baayen et al., 2008). The LMMs 
used z-score transformations to address collinearity and in-
cluded X, the machine learning algorithm, and their inter-
action as fixed factors. RF and Xall were used as reference 
levels. Random intercepts and slopes were included, and a 
more complex model was accepted if it improved the fit. 

After comparing the readability models, the best model(s) 
for predicting publisher-assigned and teacher-rated semes-
ters were chosen. Then, the importance of each feature was 
ascertained using permutation importance in the Python 
ELI5 package, in which feature importance is estimated by 
measuring how predictor power decreases when a feature 
is not available (Korobov & Lopuhin, 2019). The loss of pre-
dictive power was evaluated by both accuracy and MAE. The 
data and analysis code are openly available in Open Science 
Framework.1 

1 https://osf.io/adqw7/?view_only=c4343a96bd86419b88a8e11d1e0c4426
2 https://humanum.arts.cuhk.edu.hk/Lexis/chifreq/

Linguistic Features

Character-Level Features

In total, 110 character-level features, relating to four as-
pects: 1) character diversity (N = 4), 2) character structural 
complexity (N = 8), 3) character frequency (N = 40), and 4) 
psycholinguistic information for characters (N = 58), were 
calculated for each text. 

Four indicators were considered for character diversity: the 
raw number of the token (for all characters) count, the raw 
number of type (for different characters) count, the ratio of 
type count to token count, and the proportion of characters 
that only occur once. For example, in one of the texts, «我和

妈妈玩捉迷藏,» there are eight token characters. Since the 
third and fourth characters of the sentence are the same, 
i.e., 妈, there are seven types of characters. 

Character structural complexity was measured with four 
indicators: the average number of strokes, the proportion 
of characters with less than ten strokes, between 10 and 20 
strokes, and more than 20 strokes. Token count and type 
count were calculated for each indicator, resulting in eight 
lexical features for character structural complexity.

Character frequency was measured using five corpora: The 
Balanced Corpus of Modern Chinese, CNCORPUS (Jin et al., 
2005), The SUBTLEX-CH corpus (Cai & Brysbaert, 2010), Si-
nica Corpus (Huang, 2006), Chinese text computing (Da, 
2004), and Hong Kong, Mainland China & Taiwan: Chinese 
character frequency (this corpus will be identified as HK-
MCT hereafter2). Characters that were not found in a given 
corpus were considered difficult characters. Four indicators 
were considered: the average frequency scores for frequent 
characters, the standard deviation of frequency scores for 
frequent characters, the raw number of difficult characters, 
and the proportion of difficult characters. Token count and 
type count were used to calculate these indicators.

Psycholinguistic information for characters was assessed us-
ing 26 indicators from previous studies (i.e., Liu et al., 2007; 
Su et al., 2023). These indicators were: the age at which it is 
expected a particular character can be learned, character fa-
miliarity, the ease of describing the meaning of a character, 
the ease of creating an image of a character, the grade and 
semester in which a character is first introduced in the text-
book, the number of meanings of a character, the number 
of homophones of a character, the summed frequency of 

https://osf.io/adqw7/?view_only=c4343a96bd86419b88a8e11d1e0c4426
https://humanum.arts.cuhk.edu.hk/Lexis/chifreq/
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all characters that share the same pronunciation (calculated 
based on the five aforementioned corpora), the number of 
words that a character can form, the summed frequency of 
all words that contain a character (calculated based on the 
five aforementioned corpora), the availability of pronunci-
ation cues in a character (1 for a reliable cue, 0 for the ab-
sence of cues, and -1 for unreliable/misleading cues), and 
the reaction times and error rates for character naming by 
Chinese adults. 

Two indicators concerning pronunciation cues in characters 
were included: the proportion of characters with reliable 
pronunciation cues (the pronunciation cue has the same 
pronunciation as the character) and those with unreliable/
misleading pronunciation cues (the sounds of the pronunci-
ation cue and its corresponding character are different; Su 
et al., 2023). Semantic radical transparency of characters, 
which refers to the degree of meaning correspondence be-
tween the semantic radical and the whole character, was 
also involved. For instance, while both 海/hoi2/ (sea) and 测/
cak1/ (measure) contain the semantic radical氵 (a variant of 
水/seoi2/ water), the former is semantically transparent and 
the latter opaque. Token count and type count were calcu-
lated for each indicator, resulting in 58 lexical features for 
this category. 

Word-Level Features

A total of 105 word-level features was calculated for each 
text, covering six aspects: word length (N =12), word diver-
sity (N = 4), word frequency (N = 32), psycholinguistic infor-
mation for words (N = 22), set structure (N = 1), and part-of-
speech syntactic categories (N = 34). 

For word length, six facets were considered: the aver-
age word length and the percentages of one-character, 
two-character, three-character, four-character, and five-or-
more-character words in a text. Token count and type count 
were calculated for each facet, resulting in 12 linguistic fea-
tures.

Word diversity refers to the richness of words in a text. Four 
indicators were considered: the raw number of words (both 
token count and type count), the ratio of type count to token 
count, and the proportion of words that only occurred once. 

Word frequency was measured based on the frequency of a 
word in five corpora, except for HKMCT, as it does not have 
statistics for word frequency. Four indicators were consid-
ered: average frequency scores for frequent words, stand-
ard deviation of frequency scores for frequent words, raw 
number of difficult words, and proportion of difficult words. 
Token count and type count were used to calculate these 
indicators, resulting in 32 lexical features. 

3 https://hanlp.hankcs.com/ 

Psycholinguistic information for words was calculated based 
on the corpus MELD-SCH (Tsang et al., 2018), which provided 
reaction times and error rates for Chinese adults. Twelve fea-
tures were calculated based on the mean and standard de-
viation of reaction times and error rates. Words that are not 
included in MELD-SCH were considered low-frequent words, 
which were identified by their proportions and the raw num-
bers. The semantic radical transparency of two-character 
words was extracted based on the work of Su et al. (2023). 
Three indicators were considered for each character and for 
the word as a whole. For all psycholinguistic features, both 
token count and type count were calculated for each facet. 

The set structure was measured by calculating the raw num-
ber of named entities (e.g., the names of people, organiza-
tions, and locations) in a text using HanLP3. Part-of-speech 
syntactic categories were determined by assigning one of 
16 categories to each word using the Natural Language 
Processing & Information Retrieval Sharing Platform (Liu et 
al., 2004). The 16 categories include nine types of content 
words (nouns, verbs, adjectives, numerals, quantifiers, pro-
nouns, time words, place words, and position words) and 
seven types of function words (adverbs, prepositions, con-
junctions, particles, interjections, differentiators, and state 
words). The raw number and proportion of words for each 
category were calculated, resulting in 32 features. Addition-
ally, the number and proportion of all content words were 
calculated, resulting in 34 discourse features.

Syntax-Level Features

At the syntax level, 15 features were considered, focusing on 
sentence length (N = 4), word dependency (N = 3), and gram-
mar (N = 8). Sentence length was represented by four fea-
tures: the average numbers of characters and words were 
calculated separately for each sentence and each clause. 
Individual sentences and clauses were identified based on 
the punctuation. A sentence ends with a full stop, exclama-
tion mark, question mark, ellipsis, or dash, whereas a clause 
ends with a comma, colon, or semicolon (Wang & Wu, 2020).

Word dependency was analyzed on a per-sentence basis. 
Three indicators were considered within each sentence: 
the numbers of characters and words before the main verb 
and the average word distance between any pairs of related 
words. Related words refer to words that are syntactically 
governed or dependent on another word. 

Four grammar-related indicators reflecting the presence of 
complex Chinese grammar were considered: negative, met-
aphorical, passive, and contrastive sentences, based on the 
Baidu Open Platform (https://cloud.baidu.com). We calcu-
lated the number and the proportion of each of these four 
sentence patterns in a text and, therefore, identified eight 
discourse features concerning grammar. 

https://hanlp.hankcs.com/
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Discourse-Level Features 

For the discourse-level features, there were 24 features of 
referential cohesion and 20 features of causal cohesion. Ref-
erential cohesion features were included following the work 
of Graesser et al. (2011). We tracked four types of words: the 
overlap of all words, content words, nouns, and verbs, with 
six indicators for each. The six indicators were the propor-
tion of adjacent sentence/paragraph pairs that shared the 
same words, the proportion of all possible sentence/para-
graph pairs that shared the same words, and the weight-
ed proportion of all possible sentence/paragraph pairs that 
shared the same words (i.e., the distance of two sentences/
paragraphs was quantified into the number of sentences 
between them, and a score of 1/[L + 1] was granted when 
the distance was L sentence). The same calculations were 
carried out separately for sentences and paragraphs.

Causal cohesion features were adopted from Graesser et 
al. (2011). These were the raw numbers of precedents (e.g., 
at first), causes (e.g., because), adversatives (e.g., howev-
er), coordinations (e.g., and), additives (e.g., furthermore), 
successors (e.g., then), inferences (e.g., only if), conditions 
(e.g., unless), suppositions (e.g., if), concessions (e.g., even 
though), purposes (e.g., in order to), frequencies (e.g., al-
ways), parentheses (e.g., as everyone knows), abandon-
ments (e.g., would rather not), results (e.g., so), compar-
atives (e.g., rather than), preferences (e.g., instead of), 

summaries (e.g., in sum), recounts (e.g., for example) and 
temporal (e.g., when) connectives.

RESULTS

The Roles of Linguistic Features in Predicting 
Text Readability in Chinese

The means and standard deviations for accuracy and MAE 
of the five-fold cross-validation are shown in Table 1. The 
results of the Y1 and Y2 models were similar (see Figure 
1). Across all four LMMs, a significant effect of the machine 
learning algorithm was observed. RF outperformed SVM in 
predicting text readability with higher accuracy (Y1: Esti-
mate = -1.27, SE = 0.25, t(145) = -5.08, p < .001; Y2: Estimate = 
-1.38, SE = 0.24, t(145) = -5.87, p < .001) and lower MAE (Y1: Es-
timate = 0.76, SE = 0.19, t(139.99) = 3.90, p < .001; Y2: Estimate 
= 0.56, SE = 0.18, t(145) = 3.08, p = .003). In terms of X, Xall 
demonstrated superior performance compared to the Xs 
without character-level features, except for the W_S_D in the 
Y2 models (ps > .05). This was evident in terms of accuracy 
(Estimates = -1.25 – -3.03, SEs = 0.24 – 0.25, ts = -12.86 – -4.99, 
ps < .001) and MAE (Estimates = 0.50 – 2.72, SEs = 0.18, ts = 
2.76 – 15.21, ps < .01). However, there were no significant dif-
ferences between Xall and Xs that include the character-lev-
el features (ps > .05).

Table 1
Means and Standard Deviations of Accuracy (ACC) and Mean Absolute Error (MAE) of All Machine Learning Models 

Y1 
(Publisher-assigned semester)

Y2 
(Teacher-rated semester)

X ACC MAE ACC MAE

SVM All 0.21 (0.02) 2.45 (0.18) 0.21 (0.02) 2.45 (0.14)

C 0.20 (0.02) 2.24 (0.09) 0.20 (0.02) 2.29 (0.14)

W 0.20 (0.03) 2.63 (0.23) 0.20 (0.02) 2.62 (0.20)

S 0.14 (0.03) 3.59 (0.33) 0.13 (0.03) 3.55 (0.27)

D 0.12 (0.02) 4.23 (0.53) 0.12 (0.02) 4.32 (0.54)

C_W 0.21 (0.04) 2.34 (0.27) 0.21 (0.03) 2.33 (0.22)

C_S 0.20 (0.02) 2.35 (0.08) 0.20 (0.02) 2.40 (0.11)

C_D 0.20 (0.03) 2.46 (0.21) 0.20 (0.03) 2.47 (0.20)

W_S 0.20 (0.03) 2.68 (0.22) 0.20 (0.03) 2.66 (0.22)

W_D 0.19 (0.04) 2.81 (0.18) 0.19 (0.03) 2.86 (0.12)

S_D 0.15 (0.02) 3.66 (0.37) 0.15 (0.01) 3.78 (0.36)

C_W_S 0.20 (0.02) 2.41 (0.18) 0.20 (0.02) 2.43 (0.15)

C_W_D 0.21 (0.02) 2.43 (0.20) 0.22 (0.02) 2.40 (0.12)

C_S_D 0.20 (0.03) 2.49 (0.10) 0.20 (0.03) 2.52 (0.07)

W_S_D 0.21 (0.03) 2.78 (0.18) 0.22 (0.02) 2.40 (0.12)
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Y1 
(Publisher-assigned semester)

Y2 
(Teacher-rated semester)

X ACC MAE ACC MAE

RF All 0.29 (0.04) 1.97 (0.13) 0.30 (0.02) 2.10 (0.19)

C 0.28 (0.05) 1.96 (0.22) 0.28 (0.04) 2.10 (0.11)

W 0.18 (0.04) 2.40 (0.04) 0.21 (0.02) 2.49 (0.08)

S 0.15 (0.03) 3.37 (0.18) 0.15 (0.03) 3.52 (0.25)

D 0.11 (0.02) 3.69 (0.20) 0.11 (0.02) 3.60 (0.11)

C_W 0.29 (0.04) 2.02 (0.20) 0.29 (0.03) 2.06 (0.18)

C_S 0.30 (0.04) 1.93 (0.15) 0.28 (0.02) 2.03 (0.10)

C_D 0.29 (0.04) 2.02 (0.19) 0.28 (0.03) 2.08 (0.21)

W_S 0.19 (0.03) 2.38 (0.13) 0.19 (0.04) 2.41 (0.19)

W_D 0.21 (0.04) 2.37 (0.07) 0.20 (0.05) 2.51 (0.17)

S_D 0.14 (0.02) 3.26 (0.09) 0.14 (0.03) 3.12 (0.28)

C_W_S 0.28 (0.04) 1.96 (0.17) 0.30 (0.03) 2.05 (0.10)

C_W_D 0.30 (0.04) 1.96 (0.15) 0.28 (0.04) 2.08 (0.14)

C_S_D 0.30 (0.05) 1.95 (0.18) 0.30 (0.05) 2.07 (0.22)

W_S_D 0.21 (0.04) 2.31 (0.14) 0.29 (0.03) 2.06 (0.13)

Note. SVM = support vector machine; RF = random forest; C = Character features; W = Word features; S = Syntax features; D = Discourse features; 
All = features at all levels; Letter combinations represent the combination of features at different levels, e.g., C_W = features at Character and Word 
levels.

Figure 1
Results of Prediction Accuracy and Mean Absolute Error (MAE) in Readability Models Using Different Linguistic Features

Note. SVM = support vector machine; RF = random forest; C = Character; W = Word; S = Syntax; D = Discourse; All = Character_Word_Syntax_
Discourse; Letter combinations represent the combination of features at different levels, e.g., C_W = features at Character and Word levels. 
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The interactions between the machine learning algorithm 
and the contrasts between Xall and Xs without charac-
ter-level features, except for W_S_D, were significant in the 
accuracy models (Estimates = 1.03 – 1.63, SEs = 0.33 – 0.35, 
ts = 2.91 – 4.88, ps < .01). Regarding MAE, the interactions 
between the machine learning algorithm and the contrasts 
of Xall with S (Estimate = -0.52, SE = 0.26, t = -2.01, p = .047) 
and D (Estimate = 0.61, SE = 0.26, t = 2.39, p = .019) were 
significant, while the other interactions were not significant 
(ps > .05). Post-hoc analyses indicated that among the RF 
models, the differences between C and Xall in terms of both 
accuracy and MAE, were not significant (ps > .05). Moreover, 
C exhibited higher accuracy than the Xs that did not include 
the character features (Y1: Estimates = 1.12 – 2.66, SEs = 0.28, 
ts = 3.99 – 9.48, ps < .05; Y2: Estimates = 1.20 – 2.72, SEs = 0.26, 
ts = 4.56 – 10.32, ps < .01). Additionally, C had lower MAE than 
those with Xs without the character and word features (i.e., 
S, D, and S_D, Y1: Estimates = -2.74 – -2.06, SE = 0.20, ps < .001; 
Y2: Estimates = -2.43 – -1.66, SE = 0.20, ts = -8.20 – -11.98, ps 
< .01). 

Feature Importance Analyses in the Best-
Fitting Models
The LMMs showed that the RF models with all linguistic 
features (all-RF) and character-level (character-RF) features 
were optimal for predicting text readability. Feature impor-
tance analyses showed that both Y1 and Y2 features were 
similar, indicating that the character-level features are supe-
rior to other features, especially those from the syntax and 
discourse levels. More importantly, all models highlighted 
the importance of psycholinguistic information for charac-
ters. Specifically, the semester and grade when a character 
is first introduced in the textbook, measured either in token 
or type counts, played the most important roles in all op-
timal models. In Y1, the character-RF models revealed that 
the reaction times and error rates of character naming by 
Chinese adults (Liu et al., 2007) were highly important. Age 
of acquisition was important in three of the four accuracy 
models, but not in the all-RF model of Y2. The availability of 
pronunciation cues in a character, the ease of describing the 
meaning of a character, and the semantic radical transpar-
ency of characters were also ranked in the top 10 features 
in all models, except for the two character-RF models for Y2. 

In addition, character frequency was also highlighted across 
the optimal models. The summed and averaged character 
frequency was highlighted in all models, although the re-
sults that were calculated according to different corpora 
were selected in different models. The ratio of type count to 
token count was only selected in the character-RF model of 
Y2 in terms of MAE. Differing from the models for Y1, three 
of the four models for Y2 showed that the character struc-
tural complexity, i.e., the number of strokes, was important. 

At the same time, some word-level features demonstrated 
high importance. The summed frequency of one-character 
words and the numbers of different kinds of words (includ-
ing multiple-character words, one-character words, and 
low-frequent words) played critical roles in the all-RF mod-
els. Two indicators of part-of-speech syntactic categories, 
i.e., the raw numbers of adverbs and quantifiers, were only 
selected in the all-RF model of Y1 in terms of MAE. Only one 
model—the all-RF model of Y2 in terms of ACC—highlight-
ed a discourse-level feature about referential cohesion, i.e., 
the proportion of all possible paragraph pairs that share the 
same content words.

DISCUSSION

Using machine learning techniques, research has demon-
strated the importance of linguistic features from diverse 
levels, such as word, syntax, and discourse levels, on text 
readability (Fitzgerald et al., 2015). In Chinese, studies in 
Mainland China and Taiwan consistently found that using 
features from multiple levels outperformed those using 
features from a single level (e.g., Liu et al., 2024; Sung et 
al., 2015; Wu et al., 2020). This study was one of the first to 
investigate text readability in Hong Kong. It extracted 274 
linguistic features from 723 digitized Chinese language-arts 
textbooks commonly used in Hong Kong primary schools, 
representing character, word, syntax, and discourse levels. 
Two machine learning algorithms, namely SVM and RF, were 
utilized to examine the predictive capacity of these features 
in assessing text readability. The present study extended 
previous studies in Chinese (e.g., Liu et al., 2024; Sung et al., 
2015; Wu et al., 2020) by focusing on a finer, semester-level 
scale for text readability and introducing a subjective index: 
the teacher-rated semester level, along with the publish-
er-assigned semester level. Meanwhile, the important lin-
guistic features for predicting text readability in the context 
of Hong Kong were identified. The current findings showed 
that the models with single character-level features and 
those with multilevel features incorporating character-lev-
el features performed similarly to the models with all 274 
features. The findings demonstrate the central role of char-
acter features in predicting text readability in Chinese. The 
results of feature importance indicated similarities between 
the perspectives of publishers and teachers. Results from 
both perspectives showed that the character-level features, 
i.e., the semester and grade when a character is first intro-
duced in the textbook, were crucial. Meanwhile, findings 
from these two perspectives had differences. Models with 
teacher-rated semesters underscored the importance of 
the number of strokes, while those with publisher-assigned 
semesters highlighted the influence from research results, 
i.e., adults’ response times and error rates in lexical decision 
tasks (Liu et al., 2007).
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The Central Role of Character Features in 
Predicting Text Readability in Chinese
Consistent with previous studies conducted in Mainland Chi-
na (e.g., Wu et al., 2020) and Taiwan (e.g., Sung et al., 2015), 
the current findings illustrated that lexical features (i.e., 
character and word levels) were more advantageous than 
syntax-level and discourse-level features in determining text 
readability. More specifically, the models for both publish-
er-assigned semester level and teacher-rated semester lev-
el were similar and demonstrated that models with single 
character-level features and models with all 274 features 
performed best in terms of accuracy and MAE in predicting 
text readability. The RF models further demonstrated that 
models with character-level features outperformed those 
without, showing higher accuracy and lower MAE. These 
similar results suggest that the lexical features had greater 
effects than the syntax-level and discourse-level features on 
text readability across Chinese communities using different 
written and spoken languages. Although it has been found 
that character-level and word-level features are more pre-
dictive of text readability, this doesn’t mean syntax-level and 
discourse-level features have no influence. Prior research 
highlights the influence of syntactic and discourse skills on 
reading comprehension (Chik et al., 2012). For instance, a 
study involving Hong Kong fourth graders (Yeung et al., 
2013) revealed that after controlling for word reading, syn-
tactic skills (word-order knowledge, morphosyntactic knowl-
edge) and discourse skills (sentence-order knowledge) 
uniquely contributed to reading comprehension. Thus, even 
though character- and word-level features may significantly 
impact text readability, syntax- and discourse-level features 
also play a vital role.

On the other hand, the current finding was inconsistent with 
previous studies in Taiwan (i.e., Chen et al., 2013; Sung et 
al., 2015), which did not find that models with single-level 
features could perform as well as those with multiple-lev-
el features in predicting text readability. Such a difference 
might be due to differences in the models’ design in the cur-
rent study compared to previous studies. The present study 
incorporated both RF and SVM algorithms and used a more 
granular indicator (semester level) than the grade level used 
in previous studies. Also, we used more linguistic features 
(274) compared to previous studies and distinguished be-
tween character-level and word-level features, which were 
not separated in the previous studies. 

Differing from the current study, where character-level fea-
tures outperformed other features in predicting text read-
ability, a study conducted in Mainland China (i.e., Wu et al., 
2020), where simplified Chinese is used, found word-level 
features had an advantage over character-level features. 
The strong performance of character-level features in our 
study might be attributable to the use of traditional Chi-
nese in Hong Kong (McBride-Chang et al., 2005). Tradition-
al Chinese characters, known for their ideographic origins, 

have a close connection between form and meaning. The 
simplification process used in Mainland China often weak-
ens this connection, which could make simplified charac-
ters more difficult to recognize and read, especially for be-
ginning readers. For example, the simplified character 爱 
(love) was developed by removing an element associated 
with the whole character’s meaning, i.e., 心/sam1/ (heart), 
from its traditional counterpart 愛/oi3/. Studies have shown 
that children learning simplified characters perform better 
in visual skill tasks compared to those learning traditional 
characters (e.g., McBride-Chang et al., 2005). This suggests 
that some character-level features make traditional charac-
ters relatively easy to recognize and read, thereby influenc-
ing text comprehension. These aforementioned differenc-
es between our study and those conducted in Taiwan and 
Mainland China may be due to language-related differences 
between Hong Kong and Taiwan, underscoring the need for 
specific text readability formulas for different Chinese com-
munities.

Similar and Dissimilar Roles of Features across  
Perspectives of Publishers and Teachers

The current study advanced previous research (e.g., Liu et 
al., 2024; Sung et al., 2015; Wu et al., 2020) by incorporating 
both the publisher-assigned semester level and the teach-
er-rated semester level as indicators of text readability. The 
present study revealed consistent findings from both pub-
lishers and teachers in terms of feature importance. Specif-
ically, the semester and grade at which a character is first 
introduced in the textbook significantly impacted text read-
ability. This influence remained notable even when all fea-
tures across the four aspects were considered. Additionally, 
the age of acquisition, which correlates with the semester 
and grade of a character’s introduction, was also found to 
significantly influence text readability. These features indi-
cate the learning sequence of characters, which is not arbi-
trary. In Hong Kong, publishers are required to refer to Lexi-
cal Lists for Chinese Learning in Hong Kong (Education Bureau, 
2007) when editing textbooks. According to this document, 
characters that appear at the early stages of learning com-
monly have lower visual complexity and higher frequencies, 
e.g., 一/jat1/ (one), 我/ngo5/ (me), and 你/nei5/ (you), than 
those that are usually taught later, e.g., 勢/sai3/ (power), 滲/
sam3/ (seep), and 癒/jyu6/ (heal). This suggests that charac-
ters taught at initial stages are designed to be simpler than 
those introduced later. Moreover, characters taught earlier 
may also have more exposure, enabling children to better 
understand them through contextual reading (Brent & Sis-
kind, 2001). Consequently, children might master early-in-
troduced characters, which could enhance text readability.

In line with Liu et al. (2024), the feature-importance analy-
ses highlighted the significance of character frequency and 
word frequency in text readability. This aligns with previous 
research showing a strong frequency effect where high-fre-
quency words are read more accurately and faster across 
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multiple languages (e.g., Cai & Brysbaert, 2010). It was sug-
gested that higher frequencies could facilitate character and 
word comprehension.

Meanwhile, there were a few differences between the 
present findings regarding the feature importance for the 
publisher-assigned semesters and teacher-rated semes-
ters models. Specifically, the features about the number of 
strokes, which correlate with the visual complexity of char-
acters, featured prominently in the top 10 features of the 
optimal models for teacher-rated semesters, but not in the 
models for publisher-assigned semesters. Our feature-im-
portance analysis reported fewer complexity-related fea-
tures compared to frequency-related ones, suggesting a 
relatively minor influence of complexity on readability. Con-
sistently, a study on Chinese children (Su & Samuels, 2010) 
found a diminishing effect of visual complexity on word pro-
cessing as children’s reading skills matured.

On the other hand, the features linked with adults’ re-
sponse times and error rates in lexical decision tasks (Liu 
et al., 2007) were only observed in the publisher-assigned 
semesters’ analysis. This discrepancy could be attributed to 
the relative readability for teachers in directly grasping in-
formation about adults’ response times and error rates in 
lexical decision tasks, compared to the number of strokes. 
Consequently, while publishers might rely on diverse infor-
mation sources to assign semesters, teachers likely prefer 
to utilize indexes that can be directly derived from the texts 
themselves to gauge readability levels.

Limitations and Future Directions
As one of the first studies to investigate text readability in 
Hong Kong, our corpus only covered textbooks from three 
publishers. Future research could include a wider variety 
of texts, such as storybooks. Although we engaged expe-
rienced teachers to rate the texts considering an average 
reader at a certain grade, it remains challenging to directly 
reflect children’s readability. Future studies could involve 
children’s ratings and their reading comprehension perfor-
mances, which are closely related to text readability (Mes-
mer & Hiebert, 2015). Furthermore, future research could 
employ additional machine learning algorithms suitable 
for classification, such as the K-nearest neighbor and deci-
sion-tree classifier (Rodriguez-Galiano et al., 2015).

Initially, the accuracy rates of our models were not particu-
larly high, but they improved when the grade level (Grades 
1-6) was used as the readability level. Specifically, the SVM 
and RF models performed similarly. Both models, wheth-
er using the single level of character features (SVM: mean 
accuracy = 66.08%, SD = 0.04; RF: mean accuracy = 70.94%, 
SD = 0.04) or all features (SVM: mean accuracy = 65.57%, SD 
= 0.04; RF: mean accuracy = 68.34%, SD = 0.04), performed 
equally well and outperformed other models that did not in-
clude character-level features. Our models achieved accura-

cy rates for grade levels comparable to previous studies con-
ducted in Mainland China (e.g., Wu et al., 2020) and Taiwan 
(e.g., Sung et al., 2015), which contributes to the existing 
research on readability across Chinese communities. How-
ever, this also emphasizes the need for further exploration 
of models with finer scales that can achieve higher accuracy 
in predicting readability. Future studies should focus on in-
vestigating such models. 

CONCLUSION

The primary aim of this study was to investigate the pre-
dictive power of linguistic features at the character, word, 
syntax, and discourse levels in assigning texts to primary 
school semester levels. By employing robust machine learn-
ing techniques, the study demonstrated the significant pre-
dictive power of linguistic features, particularly at the char-
acter level. In addition, as a secondary objective, the study 
analyzed two optimal RF models based on all features and 
character-level features, which achieved high accuracy and 
low MAE in predicting semester levels. The feature impor-
tance analyses specifically revealed that character learning 
sequences, character frequency, and word frequency are 
crucial in predicting text readability. These findings directly 
address our research questions by identifying the key lin-
guistic features that influence readability assessments from 
the perspectives of both publishers and teachers.

Practically, these findings offer valuable insights for teach-
ing. Teachers can concentrate on lexical-level features, es-
pecially when teaching new characters Furthermore, future 
studies could develop an automated text readability analyzer 
centered on character-level features using the two optimal 
RF models identified in the current study. Such an analyzer 
could streamline the semester assignment of textbooks and 
identify readability levels of texts from other resources, like 
storybooks. Consequently, children, parents, and teachers 
could more easily select formal and informal reading mate-
rials that align with children’s reading abilities.
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