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ABSTRACT
Background: Reading comprehension questions play an important role in language learning. 
Multiple-choice questions are a convenient form of reading comprehension assessment as they 
can be easily graded automatically. The availability of large reading comprehension datasets 
makes it possible to also automatically produce these items, reducing the cost of development 
of test question banks, by fine-tuning language models on them. While English reading 
comprehension datasets are common, this is not true for other languages, including Russian. 
A subtask of distractor generation poses a difficulty, as it requires producing multiple incorrect 
items.

Purpose: The purpose of this work is to develop an efficient distractor generation solution for 
Russian exam-style reading comprehension questions and to discover whether a translated 
English-language distractor dataset can offer a possibility for such solution.

Method: In this paper we fine-tuned two pre-trained Russian large language models, RuT5 and 
RuGPT3 (Zmitrovich et al, 2024), on distractor generation task for two classes of summarizing 
questions retrieved from a large multiple-choice question dataset, that was automatically 
translated from English to Russian. The first class consisted of questions on selection of the best 
title for the given passage, while the second class included questions on true/false statement 
selection. The models were assessed automatically on test and development subsets, and true 
statement distractor models were additionally evaluated on an independent set of questions 
from Russian state exam USE.

Results: It was observed that the models surpassed the non-fine-tuned baseline, the 
performance of RuT5 model was better than that of RuGPT3, and that the models handled true 
statement selection questions much better than title questions. On USE data models fine-tuned 
on translated dataset have shown better quality than that trained on existing Russian distractor 
dataset, with T5-based model also beating the baseline established by output of an existing 
English distractor generation model translated into Russian.

Conclusion: The obtained results show the possibility of a translated dataset to be used in 
distractor generation and the importance of the domain (language examination) and question 
type match in the input data.

KEYWORDS
automatic distractor generation, multiple-choice questions, reading comprehension, large 
language model, dataset translation

INTRODUCTION
Automatic question generation is a prom-
ising sphere for application of natural pro-
cessing techniques as it can enhance the 
educational processes in multiple ways. 
According to (Kurdi et al., 2020), standard-
ised examination usually requires exam 

organisers to keep large banks of curat-
ed test exercises which should be regu-
larly updated to prevent cheating. With 
automated generation these banks can 
be populated continuously, ensuring var-
iability of test exercises and reducing the 
costs of organising exams. Furthermore, 
automatic exercise generation can help 
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test takers, as it can provide them with almost infinite source 
of test items for preparation.

The availability of sufficient-quality training data is crucial 
for automatic question generation. Most of the datasets 
used for model training in automatic question generation 
were originally designed around the machine reading com-
prehension problem – these include RACE (Lai et al., 2017), 
SciQ (Welbl et al., 2017), SQuAD (Rajpukar et al,. 2016), COQA 
(Reddy et al., 2019), Natural Questions (Kwiatkowski et al, 
2019) and TriviaQA (Joshi et al., 2017). Most of these data-
sets include items consisting of a text passage for reading, 
a set of questions accompanying the text, right answer and 
(optionally) a set of distractors for each question. However, 
there are datasets designed specifically for question gener-
ation, including QGSTEC (Rus et al., 2012) and FairyTaleQA 
(Xu et al., 2022).  Among these datasets, RACE is notable for 
containing exam-style questions as its items were originally 
extracted from Chinese websites containing English exami-
nation materials. For Russian language there are question 
datasets, such as DaNetQA (Glushkova et al., 2021), MuS-
eRC/RuCoS (Fenogenova et al., 2020), SberQUAD (Efimov 
et al, 2020) and RuBQ (Rybin et al., 2021). DaNetQA and 
SberQuAD contain crowdsourced questions corresponding 
to Wikipedia paragraphs, RuBQ is based on quizzes and 
Wikidata, MuSeRC and RuCoS contain crowdsourced ques-
tions corresponding to text paragraphs retrieved from a 
variety of sources. Among Russian datasets, MuSeRC is no-
table as the only dataset to contain distractors. 

Distractor generation is a particularly important subtask of 
automatic question generation. The advantage of incorpo-
rating distractors in online testing materials is that it allows 
for immediate automated test grading, while excluding 
the possibility of unfair judgement (as in case with answer 
matching for open questions). However, this subtask re-
mains one of the most difficult due to the following reasons:

(1)	 In distractor generation multiple outputs (different in-
dependent distractors) correspond to a single input

(2)	 There cannot be a closed set of ground-truth distractors 
for a given question, so it is difficult to estimate the per-
formance of a trained model

(3)	 The generated outputs need to be incorrect in context 
of the given question but correct in terms of language 
(Kurdi et al, 2020, p. 145) and also not be too irrelevant 
to the question

Due the rapid development of neural networks in 2020–2024 
years, the most trending approach to question generation 
nowadays is neural network-based. It is mostly implement-
ed in one of the three ways: 

(1)	 By training/fine-tuning a sequence-to-sequence mod-
el (Lee et al., 2020; Makhnytkina et al., 2020; Xiao et al., 
2020; Xu et al., 2022; Hadifar et al., 2022; Manakul et al., 
2023; Zhang, 2023)

(2)	 By fine-tuning an autoregressive (designed for text con-
tinuation) large language model (Belyanova et al., 2022)

(3)	 By prompting a large instruct/chat-based model (Elkins 
et al., 2023; Wang et al., 2023).

Distractor generation generally implements the same tech-
niques – Seq2Seq (Qiu et al., 2020; Hadifar et al., 2022; De-
Fitero-Dominguez et al., 2024; Ghanem & Fyshe, 2024), au-
toregressive (Chung et al., 2020; Ghanem & Fyshe, 2024) and 
prompting (Bitew et al., 2023; Maity et al., 2024) approaches.

Question and distractor generation are usually automati-
cally evaluated by metrics originally designed for machine 
translation and text summarization, such as BLEU (Papineni 
et al., 2002), METEOR (Banerjee & Lavie, 2005) and ROUGE 
(Lin, 2004). BLEU is based on the geometric mean of mod-
ified n-gram precision values. Modified n-gram precision 
is calculated as the ratio of words in generated sequence 
that appear in the ground-truth sequence with respect to 
the unique word counts in the latter. The maximum word 
length of n-grams used while calculating BLEU is used as an 
indicator of a specific variant of this metric (BLEU-1, BLEU-2, 

…). ROUGE metric can be based on recall, precision or their 
harmonic mean (F-score) with equal weights and has vari-
ants depending on n-gram match (ROUGE-N) as well as on 
Longest Common Subsequence (ROUGE-L). METEOR was 
developed to address the found issues of BLEU (lack of re-
call and noisiness of analysed n-grams) and is based on the 
F-score of unigram match with greater weight of recall over 
precision. 

Fine-tuning of sequence-to-sequence models remains the 
most popular solution for tackling question text generation 
problem. (Lee et al., 2020) implemented a BiLSTM-based 
question generation model jointly trained on two tasks – 
right answer prediction and question text prediction. Xiao et 
al. (2020) trained a custom Multi-Flow Attention Transformer 
(Vaswani et al., 2017) model on question text prediction task 
using SQuAD dataset. Xu et al. (2022) fine-tuned BART (Lew-
is et al., 2020) model on FairyTaleQA data for question text 
generation and reached ROUGE-L F1 score of 52.7. Hadifar 
et al. (2022) fine-tuned a T5 (Raffel et al., 2020) model for 
question text generation task on EduQG and SQuAD data, 
reaching BLEU-4, METEOR and ROUGE-L scores of 15.41, 
29.65 and 34.26 correspondingly. Wang et al. (2023) imple-
mented non-fine-tuned GPT-2 (Radford et al., 2019) prompt-
ing for question text generation, using a Beam Search ex-
tension named NeuroLogicDecoding (Lu et al., 2021). The 
technique was evaluated on ClariQ-FKw (Sekulić et al., 2021) 
dataset, reaching BLEU-4, ROUGE-L and METEOR scores of 
21.61, 41.03 and 47.87 correspondingly.

As for question text generation for Russian language data, 
Makhnytkina et al. (2020) used a BiLSTM-based Encode-De-
coder model trained on conversational dataset CoQA au-
tomatically translated to Russian using Yandex.Translator 
service. The model reached BLEU-2 score of 12.0. (Belyano-
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va et al., 2022) implemented a RuGPT3 model fine-tuned 
on DaNetQA and RuBQ corpora. The generation was per-
formed in autoregressive manner, question text was pre-
dicted as the continuation of input sequence, right answer 
text was not used. The model reached BLEU-4 of 4.75 and 
1.95 on RuBQ and DaNetQA datasets correspondingly.

In distractor generation sequence-to-sequence approach is 
also popular. Qiu et al. (2020) used a Seq2Seq model con-
sisting of an Attention-based encoder and a BiLSTM-based 
decoder for fine-tuning on distractors of RACE-DG dataset, 
a version of RACE specially pre-processed and filtered for 
distractor generation by (Gao et al., 2019). They used dis-
joint decoding in form of Beam Search algorithm on top of 
model-predicted word probability distributions to get multi-
ple distractors from one input, using Jaccard score to obtain 
diverse option sets. Their model showed BLEU-4 scores of 
7.57/6.27/5.27 for each of the three distractor options cor-
respondingly. Chung et al. (2020) fine-tuned autoregressive 
BERT (Devlin et al, 2019) language model in a joint learning 
scheme on two tasks: sequential and parallel prediction of 
each token of the distractors. They used the same disjoint 
generation scheme as (Qiu et al., 2020) but applied Maxi-
mum Entropy criterion instead of Jaccard score. RACE-DG 
dataset was used for training and evaluation, the BLEU-4 
and ROUGE-L scores on test subset were 13.56 and 34.01 
correspondingly. However, later they released1 enhanced 
versions of their models based on sequence-to-sequence 
BART architecture, that reached maximum BLEU-4/ROUGE-L 
of 16.33/37.5 correspondingly.

In more recent distractor generation works sequence-to-se-
quence T5 architecture is widely used. Hadifar et al. (2022) 
implemented distractor generation using a T5 model 
trained on both RACE and their own new dataset EduQG. 
The whole set of distractors was predicted at once. Ob-
tained BLEU/METEOR/ROUGE-L scores on EduQG consisted 
17.73/21.54/34.13 correspondingly. Ghanem & Fyshe (2024) 
fine-tuned GPT-2 and T5 models on distractor generation 
task as a part of work on their prediction-based distractor 
generation quality metric DISTO. They used RACE dataset 
for fine-tuning and evaluation and implemented two ver-
sions of T5 – with joint and disjoint distractor generation. 
Their best solution, a disjoint T5 model, reached 2.3 in terms 
of BLEU-4 while GPT-2 and joint T5 reached only 0.3 and 0.9 
BLEU-4 scores correspondingly. De-Fitero-Dominguez et al. 
(2024) implemented distractor generation using mT5 (Xue 
et al, 2020) model, a multilingual version of T5, on a com-
bined translated distractor dataset. Their dataset included 
items from RACE-DG, CosmosQA (Huang et al., 2019) and 
SciQ, translated with Opus-MT (Tiedemann & Thottingal, 
2020) model. Their implementation reached 7.21 and 21.76 
on test subset of RACE-DG in terms of BLEU-4 and ROUGE-L 
metrics.

1	 https://github.com/voidful/BDG

Distractor generation was also treated as a ranking prob-
lem, as it was implemented by Bitew et al. (2022) – the mod-
els were trained to select the most appropriate distractors 
for the given question and a right answer to it. Two rank-
ing solutions were implemented – one using feature engi-
neering and logistic regression and another one using a 
multilingual BERT model. Three BERT-based models were 
used – based on distractor-right answer similarity, based on 
distractor-question similarity and a joint model combining 
the two beforementioned. Average precision and recall of 
ranking were used as quality metrics, and the highest scores 
(57.3 and 62.8 respectively) were obtained by a joint BERT-
based model.

The most recent works also experimented with prompting 
approach to distractor generation. Bitew et al. (2023) ad-
dressed distractor generation by using a T5 model trained 
on Televic dataset and ChatGPT prompting in zero-shot 
(using a prompt without distractor examples) and few-shot 
(using a prompt with examples) configurations. All models 
were evaluated manually by experts. Maity et al. (2024) used 
a multi-level pipeline based on ChatGPT and DaVinci, con-
sisting of input text paraphrase generation, keyword extrac-
tion from paraphrase, question generation and distractor 
generation itself. The best BLEU-4 and ROUGE-L scores (2.49 
and 13.54 accordingly) were obtained by a Davinci-based 
multilevel model.

From all the reviewed works only Qiu et al. (2020) specifi-
cally address the issue of potential triviality of distractors 
in design of their solution. In their work they view triviality 
as irrelevance to the given question and reading passage, 
and claim to solve this issue by incorporating blocks that 
combine information from the reading passage and ques-
tion text (referred as ‘Reforming Passage’ and ‘Reforming 
Question’ modules) to their original Transformer-based 
model. However, no clear conclusions on how the exclusion 
of both reforming modules affects the metrics (only exclu-
sion of each module separately is analysed) are made and 
situations where triviality is not connected with the related-
ness to input data are not accounted.

When there are numerous reading comprehension item 
generation solutions for English language, only a few were 
developed for Russian (Makhnytkina et al., 2020; Belyanova 
et al., 2022), and there was no evidence found of solutions 
that tackled distractor generation for Russian-language 
questions. Also, only one of existing Russian-language 
reading comprehension question datasets contains distrac-
tors, and none of these datasets is tackled specifically for 
language examination in reading comprehension. Another 
issue is that the parameters such as type and structure of 
questions are not utilised in distractor generation in the 
previous works, whereas accounting for these parameters 

https://github.com/voidful/BDG
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in DG model design may have a potential of making the 
task easier for NN models.  The importance of these param-
eters can by demonstrated by findings of Xu et al. (2022), 
who implemented question categorization in the design of 
their question dataset FairyTaleQA using a system of narra-
tive elements and relations described in Paris & Paris (2003). 
They found that nature of the answer can depend on the 
narrative category of question on the example of “Feeling” 
question type. 

Taking into account the importance of automatic exam-style 
reading comprehension test generation and the lack of 
solutions for distractor generation on Russian data, the 
purpose of this Paper is to develop an automatic distractor 
generation solution for Russian reading comprehension ex-
am-style questions. Due to the lack of Russian exam-style 
distractor datasets, we also aimed to explore the possibility 
of using a translated high-quality English dataset for Rus-
sian distractor generation, as it was done by Makhnytki-
na et al. (2020) for question generation and by De-Fitero-
Dominguez et al. (2024) for Spanish data. Additionally, we 
aimed to investigate the prospects of fine-tuning distractor 
generation models on specific categories of questions. We 
expected that a rich and thoroughly curated English dataset 
would serve as an efficient source of training data and that 
training on a specific category of questions would allow for 
better transferability of DG model intelligence to standard-
ised examination questions. We formed our research ques-
tions as follows:

RQ#1:	 Whether a distractor generation model can be ef-
fectively fine-tuned on an English dataset, that was 
automatically translated to Russian?

RQ#2:	 Is there a need for a specific Russian multiple-choice 
reading comprehension question dataset for effi-
cient exam-style distractor generation or is an exist-
ing non-exam-style dataset MuSeRC appropriate for 
this task?

RQ#3:	 Can fine-tuning on a specific type of questions re-
sult in better performance of distractor generation 
model on standardised exam data?

METHOD

Research Design
In this work we have performed large language model 
fine-tuning experiments on the task of distractor generation 
for reading comprehension questions using different data-
sets. Our primary focus was on fine-tuning on a translated 
English-language dataset. For that purpose, we have used 
RACE, as it contains reading comprehension multiple-choice 
questions in language examination style and have been 

2	 https://github.com/UKPLab/EasyNMT

used in many distractor generation works (Chung et al., 
2020; Qiu et al., 2020; De-Fitero-Dominguez et al., 2024; 
Ghanem & Fyshe, 2024). Also, we have included an original-
ly Russian multiple-choice reading comprehension dataset 
(MuSeRC) to see if a translated dataset was necessary and 
if it was possible to reach appropriate generation quality by 
using already available Russian data.

In our experiments we have fine-tuned two large language 
models made available (Zmitrovich et al., 2024) by AI-Forev-
er team – RuGPT3 and RuT5, which are Russian-language 
implementations of GPT3 (Brown et al., 2020) and T5 (Raffel 
et al., 2020) models correspondingly. RuGPT3 employs au-
toregressive text generation and consists only of Transform-
er decoder blocks, while RuT5 is based on Sequence-to-Se-
quence approach and contains both encoder and decoder. 
For evaluation of our generated output, we have used 
conventional automatic Sequence-to-Sequence generation 
quality metrics (see “Assessment” subsection of “Meth-
ods”).

To compare models trained on different datasets we have 
also used a small set of original Russian examination data – 
USE, obtained from open-access Internet sources. We have 
also included baselines in our evaluation, including a non-
fine-tuned version of RuGPT3 and enhanced versions of 
models from Chung et al. (2020), which outputs were trans-
lated to Russian automatically.

Datasets

RACE

RACE is a dataset consisting of 98,000 questions on English 
reading comprehension, designed for Chinese middle- and 
high-schoolers as a part of the national exam. Each text of 
RACE was accompanied by several multiple-choice ques-
tions, and each of the questions was accompanied by 5 an-
swer options – 1 correct and 4 incorrect. We translated RACE 
dataset using Opus-MT English-to-Russian translation mod-
el available from EasyNMT2 Python package. Each question 
and set of distractors were translated in concatenation with 
the reading text in order for the translation model to not 
lose context. After a descriptive analysis of RACE questions 
performed in Microsoft Excel and Python environments, we 
have found two distinct question categories suitable for dis-
tractor generation:

˗	 Questions asking the participant to select the best title for 
the given passage (TITLE);

˗	 Questions asking the participant to select TRUE or FALSE 
sentences from the given set (TF).

https://github.com/UKPLab/EasyNMT
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We collected questions of these types using regular expres-
sion search. Datasets obtained using this technique – Ru-
RACE-TITLE and Ru-RACE-TF – contained 4892 and 3799 
items correspondingly.

For Ru-RACE-TITLE we selected 805 unique question texts 
from RACE that matched the regular expression \Wtitle\W 
(contained the word title). Then we manually filtered out 53 
irrelevant question texts (e.g. containing word title refer-
ring to a person’s social status or asking about the title of 
some item referenced in the reading text).  The resulted da-
taset was split into train/test/dev subsets using original sub-
set labels from RACE, which resulted in 4575/219/242 split.

For Ru-RACE-TF we selected question texts which lower-
cased variants matched the regular expression which of the 
following .+(true|false). This way 693 unique question texts 
were retrieved. 143 question texts were filtered out manual-
ly. Applying the same split logic as in Ru-RACE-TITLE, we got 
3288/175/187 split. The formulation of Ru-RACE-TF task is 
identical to Task 18 in USE exam in Russian language, which 
allowed us to use USE data, as described in “USE-TF” section 
of this paper. 

MuSeRC

To compare performance on the translated dataset with 
performance on the original Russian data, we have also 
used MuSeRC. MuSeRC is a dataset created by (Fenogenova 
et al, 2020) as a part of the RussianSuperGLUE benchmark. 
It contains 12,805 Russian multiple choice reading com-
prehension questions made by crowdsource workers from 
texts of different domains. Each text is accompanied by a 
set of questions, each question includes mostly 1-2 right an-
swers and 2-3 distractors.

USE-TF

USE (Unified State Examination, Единый Государственный 
Экзамен, Edinyi Gosudarstvennyi Examen,) is a compulso-
ry Russian state exam which is used for assessment of 
knowledge of high school graduates and as an entrance 
test for higher education institutions. Format of USE in sub-
ject of Russian language contains Task 18, which is a mul-
tiple-choice reading comprehension question asking the 
participants to select either TRUE or FALSE sentences from 
the given set. The data for this task contained test items 
collected by Shavrina et al. (2020), as well as obtained from 
other openly available Internet sources. This set contained 
55 unique questions with 5 answer options for each. Some 
questions contained more than one correct option, so we 
have preprocessed them as described in “Data Preprocess-
ing” section of this paper.

Methods

Data Preprocessing

In Ru-RACE-TITLE all question texts were replaced with 
Какое название лучше всего подойдёт для этого текста? 
(“Which is the best title for this text?”).  In Ru-RACE-TF ques-
tion texts were replaced with either Какое высказывание 
СООТВЕТСТВУЕТ тексту? (“Which statement is TRUE accord-
ing to the text?”) or Какое высказывание НЕ СООТВЕТСТВУЕТ 
тексту? (“Which statement is NOT TRUE according to the 
text?”). MuSeRC question and option texts were left un-
changed as we wanted to perform training and evaluation 
on the whole original dataset splits.

For USE-TF we have applied the same preprocessing proce-
dure as for RuRACE, with enhancements addressing having 
more than one correct option. For items that had more cor-
rect options than incorrect, we changed the question text to 
the opposite (Какое высказывание СООТВЕТСТВУЕТ тексту? 
was changed to Какое высказывание НЕ СООТВЕТСТВУЕТ 
тексту? and vice versa). Then first of the original distrac-
tors was used as the correct answer and original correct op-
tions were used as distractors. If there were more incorrect 
options than correct, the question was unchanged and the 
first right option was used as a right answer, while the dis-
tractors were used without changes.

Model Training

The models were trained on a remote private server with a 
Nvidia Tesla V100 GPU. All models were trained for 20 ep-
ochs with ADAM optimizer, initial learning rate of 5e-5 and 
weight decay factor of 0.01. We defined the maximum out-
put length for training and inference as 0.99 quantile of in-
put length on the training set. Training subsets were used 
for model fine-tuning, while testing and development sub-
sets were exploited for evaluation.

For training phase, we constructed input examples for 
RuGPT3 as concatenations of reading passage, question text, 
right answer and a line-separated set of distractors, interro-
gated by Russian phrases indicating the parts of an input ex-
ample (ВОПРОС, ПРАВИЛЬНЫЙ ОТВЕТ and НЕПРАВИЛЬНЫЕ 
ВАРИАНТЫ ОТВЕТА). For training of RuT5 we constructed 
separate input and output examples, as the model (as op-
posed to RuGPT3) worked not in an autoregressive but in 
a Sequence-to-Sequence way. The input example for RuT5 
included a reading passage, a question and a right answer, 
interrogated by the same phrases as RuGPT3 examples, 
while the output example consisted of distractors enclosed 
in double quotes and separated by semicolons.
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Model Inference

At the inference phase, input examples for RuGPT3 had the 
same structure as at the training phase, but included only 
reading text section, question text and right answer. For 
those models we generated text until our maximum defined 
length was reached. After that we split the predicted con-
tinuation of input by line breaks. After that, we filtered out 
distractors that were either non-unique or identical to the 
right answer. Then we sorted the retrieved set of distrac-
tors by alphabet and kept the first 3 results. For RuT5 we 
used maximum length as well as end-of-sequence token as 
stopping points for generation, while retrieving the distrac-
tors by splitting the output by semicolons and removing the 
enclosing quotes.

Assessment

BLEU and METEOR metric values were used for automatic 
assessment of the generated distractors. The implementa-
tions of BLEU and METEOR accessible from Evaluate3 Python 
package were used. In order to make our results compara-
ble with the previous and forthcoming works we have also 
included ROUGE-L metric in our evaluation. As the official 
implementation of ROUGE, accessible from Evaluate pack-
age, cannot process Russian-language data, we have used 
an unofficial implementation of it4. However, the authors of 
this implementation admit that the values obtained from it 
may differ from the official variant. As most of the previous 
works (Chung et al, 2020; Qiu et al, 2020; Belyanova et al, 
2022; Wang et al, 2023; Maity et al, 2024) utilise the 4-gram 
version of BLEU, this was the BLEU configuration used by 
default in our paper. We have also used BERTScore (Zhang 
et al, 2023) for semantic assessment of the generated dis-
tractors. BERTScore is a metric based on similarities of word 
embeddings from the BERT model instead of exact word/n-

3	 https://pypi.org/project/evaluate/
4	 https://github.com/pltrdy/rouge

gram matches. To enhance the convenience of interpreting 
the results, all metric values (defined from 0 to 1) were pre-
sented as percentages, ranging from 0 to 100.

Baselines

As, during the work on this paper, we have curated USE-TF 
dataset and our original modifications of RACE dataset, we 
tested baseline models on our data instead of just reporting 
scores from previous works. This was done in order to allow 
for fair comparison, as metrics used during our evaluation 
cannot be directly compared across different languages. 
The implementation of baseline models is described in this 
section, whereas their results are reported and analysed 
in comparison with implemented models in “Results” and 

“Discussion” sections.

As a first baseline in our experiments, we have used a 
non-fine-tuned version of RuGPT3. Along with a zero-shot 
RuGPT3, we have also used BART-DG models, enhanced 
versions of models introduced by Chung et al. (2020), that 
hold the state-of-the-art results in terms of BLEU in distrac-
tor generation on RACE data. In order to produce Russian 
outputs from these models, the same translation pipeline 
that was used in compiling of Ru-RACE was used to translate 
their outputs to Russian. USE inputs were translated to Eng-
lish using the same multilingual translation model (Opus-
MT) before feeding them to BART-DG models.

RESULTS 

Ru-RACE
Table 1 illustrates results of models trained on translat-
ed RACE subsets. In both tasks the best performance was 

Table 1
Results of Models on Translated RACE Subsets

BLEU-4 METEOR ROUGE-L BERTScore

dev test dev test dev test dev test

Ru-RACE-TITLE

RuGPT3-RACE-TITLE 3.83 3.19 12.78 12.41 12.32 12.60 68.72 68.68

RuT5-RACE-TITLE 25.17 22.96 46.09 45.35 16.79 16.21 79.09 78.72

Baseline RuGPT3 0.46 0.53 5.37 5.57 4.31 4.47 62.72 62.46

Ru-RACE-TF

RuGPT3-RACE-TF 8.75 4.89 18.92 16.84 16.16 13.80 71.01 70.23

RuT5-RACE-TF 26.36 22.43 44.84 42.75 28.36 25.30 77.07 76.24

Baseline RuGPT3 1.23 1.73 9.54 9.44 8.30 8.29 63.64 64.04

https://pypi.org/project/evaluate/
https://github.com/pltrdy/rouge
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demonstrated by T5-based models (RuT5-RACE-TITLE and 
RuT5-RACE-TF). This can be attributed to the Sequence-to-Se-
quence nature of T5 that allows it to transform inputs to 
outputs that have slightly different structure. Both models 
have surpassed the baseline established by non-fine-tuned 
RuGPT3 in both tasks, so we can conclude that fine-tuning 
allowed them to successfully adapt to the structure of our 
translated datasets.

For Ru-RACE-TITLE, the highest quality in terms of BLEU, 
METEOR and BERTScore on both dev and test subsets was 
reached by fine-tuned RuT5 model. Fine-tuned RuGPT3 
demonstrated definitely lower results, with BLEU-4 reaching 
only 3.83 and 3.19 for dev and test subsets corresponding-
ly (compared to 25.17 and 22.96 of RuT5-RACE-TITLE). Even 
higher absolute difference can be spotted in METEOR, with 
12.78/12.41 on dev/test sets for RuGPT3 against 46.09/45.35 
for RuT5. These differences indicate that RuT5-RACE-TITLE 
model greatly surpasses RuGPT3-RACE-TITLE both in terms 
of precision and recall. As for BERTScore, the difference be-
tween the two fine-tuned models on test set (10.04) is high-
er than the difference between the least scoring model and 
the baseline (4.24), which indicates that the RuT5-RACE-TI-
TLE’s title ability to produce semantically coherent distrac-
tors highly surpasses that of RuGPT3-RACE-TITLE. In terms 
of ROUGE-L values, the two fine-tuned models are not so 
far apart (4.47/3.61 on dev/test subsets) but both of them 
greatly surpass the baseline. The performance of all models 
on dev and test subsets is quite close, which proves that the 
models were not overfitted on the validation sets during hy-
per-parameter tuning.

For Ru-RACE-TF, the highest quality in terms of BLEU-4/ME-
TEOR/BERTScore was also reached by fine-tuned RuT5 model 
and the scores of fine-tuned RuGPT3 were also substantially 
lower (by 17.54/25.91/6.01 points on test set corresponding-
ly). BLEU-4 and METEOR scores of RuGPT3-RACE-TITLE lie 
closer to the baseline than to the values of RuT5-RACE-TITLE. 
However, BERTScore differences between the baseline and 
the second-scoring model and between the second-scoring 
model and the baseline are quite close (7.37/6.19 against 
6.06/6.01 on dev/test subsets), which suggests that the gap 
in semantic coherence between the two fine-tuned models 
might be not so broad. The difference in ROUGE-L appears 
to be equally broad both between the second-scoring model 
and the baseline and between the first- and second-scoring 
models. The difference in distractor generation quality be-
tween development and test subsets for Ru-RACE-TF is not 
enough for an overfit to be spotted. It can be seen that all 
model scores in this task are higher than in Ru-RACE-TITLE.

MuSeRC
Table 2 illustrates results of models trained on MuSeRC da-
taset. Due to MuSeRC test subset not being available at the 
dataset’s developer website, all evaluation was performed 
on the development set. Both models beat the attested 

zero-shot GPT3 baseline in all of the three metrics. BLEU-4 
score of RuT5-MuSeRC-DG is nearly twice as better as that 
of RuGPT3-MuSeRC-DG (23.62 against 12.48), while METE-
OR score of RuT5-MuSeRC-DG is only slightly higher (45.78 
against 40.87). According to BERTScore values (76.02 and 
76.02 for RuT5-MuSeRC-DG and RuGPT3-MuSeRC-DG corre-
spondingly), distractors generated by the two models are 
nearly equally semantically similar to the gold standard dis-
tractors. In terms of ROUGE-L the values of two fine-tuned 
models are quite close and both greatly surpass the ze-
ro-shot baseline. As both fine-tuned models produce results 
that beat the non-fine-tuned baseline, they were used for 
evaluation on USE data.

USE-TF
Table 3 illustrates results on the USE-TF dataset. The high-
est values of metrics were reached by RuT5-RACE-TF model, 
with BART-DG-PM model holding the second place. How-
ever, we can see that the scores of translated BART-DG-PM 
outputs (11.02/28.47/70.90 in terms of BLEU-4/METEOR/
BERTScore) are quite close to scores of our best model 
(11.64/29.61/71.06 correspondingly).

We can see that RuT5-RACE-TF model displays robustness 
when dealing with data of USE, as its BLEU, METEOR and 
BERTScore values still greatly exceed the unsupervised 
baseline. However, this is not true for other models trained 
on Russian data, as their metric values degrade closer to 
baseline values attested by a zero-shot RuGPT3. The BLEU 
scores of all models, excluding RuT5-RACE-TF and BART-DG-
based, rapidly decrease to zero with increasing the rank of 
BLEU, which indicates the lack of robustness in these mod-
els. This is especially true for models trained on MuSeRC, 
which means that existing Russian datasets cannot offer 
data that is suitable for distractor generation for complex 
general reading comprehension tasks, which can be found 
in language exam materials. We can conclude that training 
on the translated dataset can offer robustness of results 
while training on existing Russian-language dataset can-
not. This can be attributed to MuSeRC dataset containing 
more trivial texts than USE, as MuSeRC consists mostly of 
news reports, while USE texts are usually extracts from high 
school-level literary works posing ethical problems worth of 
discussion. Due to the RuT5-RACE-TF being our only robust 
model in comparison, it is planned to use only its predic-
tions in the future manual evaluation of data produced on 
the basis of USE-TF.

DISCUSSION

The results (Tables 1-3) demonstrate that the performance 
on translated datasets in distractor generation task is on par 
with the existing works, with BLEU-4 values reaching a max-
imum of around 25 for test subsets of datasets they were 
originally fine-tuned on. RuGPT3-based fine-tuned models 
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have shown generally better performance at producing con-
sistent distractor outputs than RuT5-based, which can be at-
tributed to Sequence-to-Sequence RuT5 being pre-trained 
on a text reconstruction rather than text generation task 
and thus being more prone to fine-tuning. From our results 
we can see that only RuT5 was able to produce coherent 
outputs both on its original dataset and on the independent 
dataset of USE questions, while our other fine-tuned models 
were able to do so only on the data from test subset of the 
dataset they were fine-tuned on. In this section we will ex-
plain the relationships between scores of different models 
on different datasets and propose ways to improve our re-
sults, while comparing our findings with that from the previ-
ous works on the subject.

The inability of models trained on MuSeRC to produce co-
herent distractor outputs for USE can be explained by the 
nature of MuSeRC dataset and relatively lower complexity 
of its items compared to real-word reading comprehension 
examination tasks. The fact of BART-DG (enhanced versions 
of models from Chung et al., 2020) holding a strong base-
line against our results on USE data can be explained by the 
complex structure of BDG models, that features additional 
engineering techniques applied to base model. These tech-
niques include entropy maximization-based decoding on 
different generation paths to produce multiple distractors 
independently (while our models produce them consecu-
tively), parallel multi-task training (PM) and answer-nega-
tive (AN) regularisation.

The ability of T5-based models to be successfully fine-tuned 
on distractors from RACE questions compared to models 
of different architectures, found in our study, is supported 
by works of Hadifar et al. (2022), Ghanem & Fyshe (2024) 
& De-Fitero-Dominguez et al. (2024). The gap in generation 
quality metrics between decoder-only and encoder-decoder 
models is also found in Ghanem & Fyshe (2024), where fine-
tuned T5-base models significantly outperforms fine-tuned 
GPT2-small (8.4 and 13.7 in terms of BLEU-2 for joint and 
disjoint T5 correspondingly against 3.9 for GPT2).

The results of comparison against BDG on the same set of 
data are contrastive to those of Ghanem & Fyshe (2024), 
who found that their best model outperforms BDG only in 
terms of BLEU-1 (32.0 against 30.2). However, authors of 
the referenced work fine-tuned BDG model on their data, 
whereas in our work we use readily fine-tuned models. Also, 
they implemented disjoint generation of distractors (as was 
also done by Chung et al., 2020) and succeeded to achieve 
a performance gain by it, whereas in our work only joint ap-
proach is implemented.

Better generation quality on the translated dataset than on 
an original-language one, found in our study, was also en-
countered by De-Fitero-Dominguez et al. (2024). However, it 
may be caused by reduction of lexical space imposed by the 
lexical knowledge of the translation model. However, the 
results on translated data have not always been especial-
ly high. For example, in Makhnytkina et al. (2020) question 

Table 2
Results of Models on MuSeRC Dataset

BLEU-4 METEOR ROUGE-L BERTScore

RuGPT3-MuSeRC-DG 12.48 40.87 21.77 76.04

RuT5-MuSeRC-DG 23.62 45.78 25.97 76.02

Baseline RuGPT3 5.16 11.25 6.81 62.91

Table 3
Results of Models on USE-TF Dataset

BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L BERTScore

RuGPT3-RACE-TF 15.11 3.57 0.08 0.00 9.22 6.83 65.84

RuT5-RACE-TF 29.11 20.93 15.66 11.64 29.61 13.55 71.06

RuGPT3-MuSeRC 9.56 1.69 0.48 0.00 6.65 4.35 61.62

RuT5-MuSeRC 10.30 2.20 0.55 0.00 7.77 4.66 62.63

Baseline RuGPT3 11.22 2.00 0.53 0.00 7.57 4.74 55.72

BART-DG 26.66 19.44 14.64 10.78 27.77 12.57 70.83

BART-DG-PM 28.52 20.24 15.06 11.02 28.47 12.40 70.90

BART-DG-ANPM 27.39 19.71 14.64 10.71 27.78 11.75 70.62
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generation model demonstrated poor performance on test 
subset of dataset it was fine-tuned on in terms of formal 
metrics. Nevertheless, these results can be explained by the 
use of older model architecture (BiLSTM) and the lesser de-
velopment of translation models in 2020.

The results of our experiments, where METEOR score in all 
settings is higher than ROUGE-L, contradict the findings of 
Hadifar et al. (2022), where METEOR score was much lower 
than ROUGE-L. Taking into account differences in metrics 
calculation (much higher weight of recall in METEOR than 
in ROUGE and use of longest common subsequence length 
in ROUGE-L instead of unigram match in METEOR), it can be 
deducted that while their solution better captures patterns 
from distractor data than preserves the lexical content, the 
opposite is true for our solutions.

Taking into account underperformance of GPT3-based mod-
els in our experiments, it is worth noting that we have used 

“small” version of RuGPT3 for fine-tuning due to the lack of 
computational resources needed to fine-tune larger ver-
sions of RuGPT3. Considering the closeness of our results 
on independent USE-TF dataset to BART-DG models, it is 
worth noting that they implemented disjoint decoding of 
output distractors, while our solutions use joint decoding. 
Taking into account the advantage in metric values of dis-
joint generation over joint, found Ghanem & Fyshe (2024), 
it is possible that our models will outperform BART-DG by 
higher value if we implement disjoint decoding.

Our expectations about the results, described in the “In-
troduction” section (efficiency of fine-tuning on translated 
high-quality dataset and the advantage of fine-tuning on 
specific type of questions), are met by performance of RuT5-
RACE-TF model on USE-TF data, which beats both baselines 
and performance of models trained on Russian-language 
dataset containing questions of different types. However, 
these expectations are not met by RuGPT3-RACE-TF model, 
that surpasses results of MuSeRC-trained models, but not 
the baselines attested by models trained on full RACE-DG 
dataset.

It is worth noting that the reported formal quantitative met-
rics are based on the similarity between the generated and 
original distractors and the overall plausibility of distractors 
should be estimated by human evaluation, which is de-
scribed in the “Future Work” subsection. While our models 
utilise base implementations of T5 and GPT3, further engi-
neering enhancements can be applied to them.

Future Work
For future manual evaluation of our models fine-tuned on 
Ru-RACE-TF, it is planned to use USE-TF data (as a profes-
sionally curated set of originally Russian multiple-choice 
questions) and include predictions from RuT5-RACE-TF and 
BART-DG-PM models. It is planned to equip each question 

of USE-TF with 4 answer options – the original right answer, 
a “filler” distractor, one of the original distractors, one pre-
diction from our fine-tuned model and one prediction from 
BART-DG-PM. A filler distractor can be a sentence extracted 
from an existing Russian corpus, that is semantically close 
(as attested by a formal metrics, such as BERTScore) to the 
reading text passage. The plan is to attract Russian-speak-
ing participants with higher education, so the test takers will 
be able to actually distinguish distractors from the real right 
answers. The participants will be asked to rate each of the 
examples on a scale from 1 to 5, with 1 indicating the most 
unsuitable option and 5 indicating the option most likely to 
be the right answer. The hypothesis is that the distractors 
from our models will be on average rated higher than filler 
distractors but lower than the original right answers.

For manual evaluation of our best model trained on Ru-
RACE-TITLE (RuT5-RACE-TITLE) it is planned to use arbitrary 
Russian texts as inputs for the distractor generation mod-
els. This may include extracts from newspaper sources and 
stories for children, as most of the texts from RACE are of 
narrative nature. The design of questions will be the same 
as for Ru-RACE-TF evaluation set, the original right answer 
will be implemented as the article’s original title or created 
manually. The same findings about relationships between 
average rank values as from USE-TF dataset are expected 
hypothetically. As metric values for fine-tuned models on 
the Ru-RACE-TF were higher than on Ru-RACE-TITLE, it is 
expected that during proposed manual evaluation average 
ranks of distractors for Ru-RACE-TF will also be higher than 
ranks for Ru-RACE-TITLE.

While accessing the overall plausibility of generated options, 
this method can also help determine how often trivial dis-
tractors are generated, as the trivial options are expected 
to be averagely rated on par with “filler” distractors. Also, 
it may be beneficial annotate a set of model distractor pre-
dictions in terms of plausibility and triviality. The annotation 
of distractor characteristics gained through this procedure 
can be used for future training of a distractor assessment 
ML model. Although triviality is not usually tackled specif-
ically in recent works, as modern generative NNs are able 
to extract patterns from the presented non-structured data 
without the need for additional engineering-based output 
conditioning, this model can be used during future training 
of a new distractor generation pipeline by penalising out-
puts that would be predicted to be too trivial and rewarding 
outputs which prediction of plausibility would be high. Addi-
tional enhancements may include disjoint output decoding, 
the use of larger model variants and the implementation of 
prompting approach as an alternative. 

CONCLUSION

In this paper automatic distractor generation was imple-
mented for Russian data. 6 large language models of two 
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types (GPT-3 and T5) were fine-tuned on distractor gen-
eration tasks on 3 datasets – 2 machine-translated Eng-
lish-to-Russian question datasets containing only specific 
types of questions (title selection and true/untrue fact selec-
tion) and an originally Russian dataset. RuT5-based models 
demonstrated generally better results than RuGPT3-based. 
Both model types surpassed the unsupervised baseline at-
tested by non-fine-tuned RuGPT3 model, proving the possi-
bility of effective fine-tuning on distractor generation task 
on English-to-Russian translated data addressed in RQ1.

During the experimentation on Russian examination data, it 
was found out that translated English reading comprehen-
sion examination dataset is more efficient in terms of use 
in model fine-tuning than an existing Russian non-examina-
tion reading comprehension dataset, as the models trained 
on the latter dataset demonstrated poor performance com-
pared to models trained on the former. This highlights the 
importance of domain and complexity level of questions in 
distractor generation task and proves the need of a compre-
hensive Russian exam-style multiple-choice reading com-
prehension question dataset addressed in RQ2. T5-based 
model fine-tuned on true statement selection distractors 
demonstrated better performance on USE data than both 
MuSeRC-trained models and the state-of-the-art exam-style 
distractor generation solution, demonstrating the advan-
tage of fine-tuning on a specific type of questions, which 
possibility was addressed in RQ3.

The value of work lies in training distractor generation mod-
els for Russian-language data, which has not been done in 
the previous works. The explored possibility of transferring 
intelligence learned on specific categories of questions, 
found in large-scale datasets, to distractor generation for 
exam questions of a specific standard presents an addition-
al value. Our findings can be beneficial for exam prepara-
tion platform creators, who can include models trained in 

the described settings into their products, allowing for the 
automatic item bank replenishment. 

Our findings can also be helpful for reading comprehension 
dataset creators. The annotation of distinct common ques-
tion types can be implemented by them in dataset design. 
The lack of exam-style Russian question datasets needed 
for successful model learning can present an opportunity 
for them.

The future work in this direction should include manual 
evaluation of the generated data and the development of 
a Russian reading comprehension dataset designed specif-
ically for examination. Another direction of future work lies 
in exploring the possibilities of different alternative genera-
tion techniques not covered in described experiments. A de-
tailed comparison of Russian-language distractors obtained 
from models trained on distractor generation task and re-
trieved from chat- and instruct-based large language mod-
els via prompting can present another interesting direction 
for future research.
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APPENDIX A

Example of model generation

To better illustrate the performance of our best model, RuT5-RACE-TF, we will analyse an example of distractors generated 
by our best model, RuT5-RACE-TF, on an arbitrary Russian text – “The Shark”, a children’s short story by Leo Tolstoy, taken 
from Russian WikiSource. The story tells us about how a ship’s cannoneer saved two boys who went swimming in the open 
sea from a shark by shooting it with a cannon. The right answer to the “Which statement is TRUE according to the text?” 
question (“Old cannoneer’s marksmanship saved the boys from the sea monster”) was created manually.

From the Figure 1 it can be seen that the options 2 and 3 can indeed work as distractors as they contradict the text as they 
state facts that are not present in the story (“Old cannoneer took the boy aside”; “The boys who were in the boat did not 
hear the old cannoneer’s cry”). However, option 4 (“The story happened the day we saw a shark”) is, although being very 
trivial, true to the text and therefore cannot serve as a distractor in this context. It is worth noting that in this example the 
language of the generated distractors is consistent and does not break the rules of Russian grammar.

Figure 1
Result of Ru-T5-RACE distractor generation on a Leo Tolstoy's chilfren's story

Note. Manually crafted right answer is given in bold.
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APPENDIX B
The source code and data files for this paper are available at the online repository: https://github.com/nicklogin/Ru-RC-DG

https://github.com/nicklogin/Ru-RC-DG
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