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ABSTRACT
Background: In the last decades, there have been an increased use of multimodal teaching 
(text, images, audio, video) in EFL education, offering learners diverse input to suit different 
learning styles. However, how specific input types (e.g., dialects, registers, multimedia) affect 
learners with varying cognitive or cultural backgrounds remains unclear. Addressing this gap is 
essential for effective EFL instruction in today’s multimodal learning environments.

Purpose: This study aims to examine how multimodal visual methodologies influence EFL 
students’ development in audio-visual comprehension as well as verbal and nonverbal 
communication. By investigating these dimensions, the research seeks to fill a critical gap in 
the understanding of how integrated sensory modalities shape communicative competence in 
technologically enhanced learning environments. Furthermore, the study explores underlying 
psychological, social, and pedagogical factors that facilitate or hinder these outcomes, thereby 
providing tangible insights for designing more cognitively effective EFL curricula.

Method: The study’s sample consists of 214 EFL university students. A mixed-mode descriptive 
research design was used. Audio-visual comprehension, verbal and nonverbal communication 
tests served as the quantitative data collection instruments. Repeated-measures ANOVA and 
t-test paired samples were conducted on the set of three test scores over time. In the qualitative 
phase, data were collected from 20 purposively selected students by using a semi-structured 
focus group interview and was analysed qualitatively based on thematic analysis. 

Results: The findings demonstrated statistically significant improvements in students’ audio-
visual comprehension, verbal communication, and nonverbal communication across three 
repeated-measures assessments. For example, mean scores for audio-visual comprehension 
increased from 46.22 to 67.59 (p < .001, η² = .535). Similar gains were observed in verbal (η² 
= .561) and nonverbal communication (η² = .559). Qualitative data confirmed that students 
perceived the multimodal learning environment as psychologically engaging and socially 
supportive, highlighting increased mental readiness, reduced listening anxiety, and improved 
interpretation of body language.

Conclusion: The study highlights the critical role of linguistic and psychological factors in EFL, 
particularly emphasising the significance of audio-visual comprehension and both verbal and 
nonverbal communication. It also identifies three key variables (i.e., audio-visual comprehension, 
verbal, and nonverbal communication) that aid EFL students in enhancing their retention, long-
term memory and confidence for independent English learning.
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INTRODUCTION
In today’s rapidly evolving digital landscape, the shift from 
traditional print-based media to digital platforms has trans-
formed the ways in which discourse is practiced.  This evolu-
tion reflects the concept of multimodal communication, in 
which meaning co-constructed based on interaction among 
different modes comprising text, image, sound, gesture and 
more (AbdulGhafoor & Challob, 2021). Multimodality, as a 
theoretical framework, explores how these modes work to-
gether under sociocultural influences (Jewitt & Kress, 2003; 
Norte Fernández-Pacheco, 2018). In education, multimodal 
ensembles—combinations of different modes—enhance 
learning by integrating visual, auditory, and kinesthetic el-
ements (Love, 2019; Halliday & Hasan, 1985). In multimodal 
education, ensembles reflect a combination of modes that 
improve teaching and learning and articulate visual, au-
ral and kinetic elements (Norte Fernández-Pacheco, 2018; 
Heimbürger, 2013). Multimodal approaches in EFL educa-
tion have been revolutionizing language teaching by step-
ping away from text-based approaches and incorporating 
visual, auditory, as well as kinesthetic aspects, making inten-
sive learning (Purwaningtyas, 2020; Ghoushchi et al., 2021). 
This is in accordance with Communicative Language Teach-
ing (CLT) concepts which emphasize real and contextual 
communication (Richards & Rodgers, 2014). Utilizing imag-
es, videos, gestures, spatial arrangements, and appealing 
to a variety of senses supports learning and the ability to 
understand and produce language in natural settings (Van 
Leeuwen, 2020).

One of the key components of multimodal learning in EFL 
education is audio-visual comprehension, a core aspect of 
multimodal EFL learning, involves interpreting auditory and 
visual stimuli like videos, podcasts, and multimedia. It en-
hances real-life communication skills by exposing learners 
to authentic pronunciation, intonation, and nonverbal cues 
(Yi et al., 2024; Yeh, 2022). Such materials improve listening 
and speaking abilities while boosting engagement through 
contextualized, immersive scenarios (Chiriac, 2025; Putri et 
al., 2024). Research underscores their value in aiding com-
prehension via visual context and nonverbal decoding, cru-
cial for EFL learners navigating cultural and linguistic nu-
ances (Vandergrift & Goh, 2012; ED-DALI, 2024). However, 
challenges persist with fast-paced audio or lack of visual 
support (Huang, 2006; Fitria, 2024). Technology’s role is cru-
cial but needs to be mediated by the teacher to enhance 
the potential of multimodal tools for language learning. 
Furthermore, verbal communication (including the spoken 
and written word) is an indispensable vehicle through which 
messages can be delivered, thoughts can be expressed and 
interaction may be achieved. As pointed out by Ruswandi 
& Arief (2024) and Nofali & Gasim (2024), oral practice is a 
must when aiming to gain both fluency and accuracy, since 
it involves learners in active production of language. This 

active engagement is further sustained by conversational 
interaction that elicited feedback and clarification that sup-
port a dynamic learning setting (Ruswandi & Arief, 2024; 
Adhitya & Valiansyah, 2024). These interactions not only im-
prove students’ language proficiency but also install a sense 
of self-assurance, which is an important element in success-
ful communication (Nofali & Gasim, 2024).

However, verbal communication does not function inde-
pendently; it is deeply intertwined with nonverbal cues that 
shape meaning. For instance, a teacher’s tone of voice can 
profoundly influence message reception (Abdikarimova et 
al., 2021; Sutiyatno, 2018; McDuffie et al., 2021). This coor-
dination of verbal and nonverbal elements emphasizes the 
advantage of multi-modal approaches where various senso-
ry inputs are combined to aid in understanding and compre-
hension. Studies have shown that video-based tasks (such 
as role- plays, simulations) introduce students to authentic 
use of language, assisting them to mimic the pronuncia-
tion and discourse patterns of native speakers (Hahl et al., 
2025). Furthermore, visual learning tools like infographics 
and mind maps provide students with more coherence to 
structure and structure ideas synthesize and organize using 
a text, which connects the understanding with production.

It also emphasizes the significant role of nonverbal commu-
nication, such as gestures, expressions, eye contact, body 
volume and distance in enriching interaction and in backing 
verbal communication especially to EFL contexts. Because 
these features are cultural-bound, multimodal strategies 
(for example, video analysis and interactive activities) can be 
used to ecode and practise them (Pratolo, 2019; Ruswandi & 
Arief, 2024). Teachers may send non-verbal cues to help 
confirm the message, promote inclusiveness, and increase 
student engagement (Haneef et al., 2014; Burgoon, 2003; 
Bambaeeroo & Shokrpour, 2017). Studies have confirmed 
that facial expressions were one of the most influential non-
verbal approaches, and verbal and non-verbal communica-
tions have a positive impact on the academic performance 
(Mikhael et al., 2022; Sutiyatno, 2018). Moreover, adjusting 
communication styles to cultural situation is important in 
EFL to avoid misconceptions and enhance the general com-
municative competence (Tussupova et al., 2017). The in-
corporation of nonverbal communication into language 
instruction encourages a more holistic understanding and 
genuine cross-cultural communication between individuals.

The integration of audio-visual comprehension, verbal, and 
nonverbal communication is essential because communica-
tion is inherently multimodal. In the real world, these modes 
are interconnected in which nonverbal signs frequent-
ly present themselves in support or supplement of verbal 
messages (Kress & Van Leeuwen, 2001; Ruswandi & Arief, 
2024). For EFL learners, a combined use of the three modes 
is necessary for effective communication because auditory 
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and visual information presented together facilitates com-
prehension (Sueyoshi & Hardison, 2005). To concentrate on 
just one mode would be to get only a partial picture—one 
which ignores the oscillating relationships between modes, 
as well as their aggregate, holistic function in language 
acquisition. Here, of course, multimodal technologies in-
cluding Smart Boards, projectors, Vocast (for audio-visual 
comprehension) and visual tools for verbal, nonverbal cues 
and the like would improve the EFL students’ understanding 
and communication. They offer interactive, standardized 
and measurable way to evaluate progress made in listening, 
speaking, and body language which provides data driven 
evaluation of multimedia language teaching (Olelewe et al., 
2023).

Despite the growing body of research supporting the ef-
fectiveness of multimodal methodologies in EFL education, 
there remain gaps in the literature that warrant further in-
vestigation. While many studies have addressed individual 
components of multimodal input, few have examined their 
integrative effect on communicative competence as a multi-
dimensional construct, such as listening and speaking, there 
is a need for more comprehensive research that examines 
the interplay between audio-visual comprehension, verbal, 
and nonverbal communication. What remains insufficiently 
studied is how these three domains interact over time within 
a multimodally enriched EFL environment, and how learn-
ers’ engagement and psychological readiness mediate this 
process. Addressing these gaps is essential for developing 
a more nuanced understanding of how multimodal meth-
odologies can be tailored to meet the diverse needs of EFL 
learners. 

On the basis of the above concepts, this study aims to ex-
amine how multimodal visual methodologies influence EFL 
students’ development in audio-visual comprehension as 
well as verbal and nonverbal communication. By investi-
gating these dimensions, the research seeks to fill a critical 
gap in the understanding of how integrated sensory modal-
ities shape communicative competence in technologically 
enhanced learning environments. Furthermore, the study 
explores underlying psychological, social, and pedagogical 
factors that facilitate or hinder these outcomes, thereby pro-
viding actionable insights for designing more inclusive and 
cognitively effective EFL curricula. The study seeks to answer 
the following research questions:

RQ1: What is the influence of multimodal visual methodol-
ogies on EFL students’ audio-visual comprehension, 
verbal and nonverbal communication among three 
rounds of testing?

RQ2: How can multimodal visual methodologies influence 
EFL students’ audio-visual comprehension, verbal 
communication and nonverbal communication?

LITERATURE REVIEW

Multimodal Approach: The Integration of 
Diverse Modes in Educational Practices

The underlying theoretical basis for multimodal practices 
lies in socio-cultural theory (Vygotsky, 1978), which argues 
that cognitive development, is mediated by social interac-
tion and culture tools. From this view, language develop-
ment is a socially situated activity, involving shared activities 
with more knowledgeable others and the manipulation of 
cultural tools (tools in the broadest sense, such as texts, 
graphics, and technologies). A multimodal theory This prin-
ciple is realised in practice as multimodal approaches that 
combine a range of cultural tools (i.e. visual, auditory and 
kinesthetic resources) to mediate reflection and learning. 
However, the possibility that learners may be differentially 
proficient in combining the two modes is not considered in 
the current investigation. And for some students processing 
too much audio, visual and kinesthetic input simultaneous-
ly can create cognitive dissonance and detract from rather 
than facilitate understanding.

Furthermore, these approaches are consistent with cogni-
tive load theory (Sweller, 1988) presenting that when the 
information load is distributed over several sensory mo-
dalities, the efficiency of learning is increased. Multimod-
al technologies mitigate cognitive overload through multi-
ple modes of representation (visual and auditory input) and 
learners can process linguistic input more effectively. Taken 
together, these theoretical perspectives provide an under-
pinning for the integration of multimedia in EFL teaching by 
suggesting its double significance in enabling social interac-
tion and cognitive attention. These results support the em-
phasis in the present study on the ways in which multimodal 
scaffolding (e.g., subtitles, images, gestures) can support 
EFL learners’ retention and comprehension of auditory and 
visual input. 

According to multimodal academics, modern learners cre-
ate meaning by applying several modes (written and spo-
ken language, gesture, visuals, sound, and movement) in a 
fast-changing, diverse era filled with numerous semiotic and 
digital resources in their everyday lives (Jewitt & Kress, 2003; 
New London Group, 1996). This perspective underscores 
that knowledge is inherently multimodal, co-constructed, 
and performed or represented (Miller, 2007, p. 65). Conse-
quently, students’ ability to consume, understand, and pro-
duce multimodal literacies is crucial for both academic and 
social purposes (Jewitt & Kress, 2003; Yi, 2014). Multimodal 
approaches in education present content through visual, 
aural, and written formats, which can enhance learning per-
formance. Research suggests that using various presenta-
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tion modes makes learning easier and increases attention, 
particularly for lower-achieving students (Chen & Fu, 2003; 
Farías et al., 2014; Pintado & Fajardo, 2021). These findings 
align with the present study’s focus on multimodal instruc-
tion as a tool for educational equity, as they demonstrate 
that differentiated presentation methods can reduce per-
formance gaps. However, these studies primarily examine 
short-term engagement rather than long-term knowledge 
retention, which is a key concern in the current research.

Based on this idea, Mayer (2014) proposed the multimedia 
effect, which states that students learn more when words 
are accompanied by pictures than when words appear 
alone. This confirms the claim that the multichannel input 
facilitates understanding and long-term retention of the tar-
get language, an important factor at one of the EFL settings, 
where learners need to process information from number of 
sensory channels. Nevertheless, Mayer’s research is based 
on cognitive processing in mainstream education that does 
not take into account the kind of language and culture diffi-
culties experienced by EFL learners in their interpretation of 
modal information. Gilakjani et al. (2011) who claimed that 
visualizations could support learning by giving students 
an external representation of information, thus impelling 
deep cognitive processing and helping to maintain atten-
tion. Graphs and charts make information interesting and 
enticing and help simplify complex topics. These results are 
consistent with the focus of the current study on the poten-
tial of audio-visual stimuli to scaffold EFL learners’ compre-
hension, specifically to lower cognitive load for verbal input 
processing. However, the research has not directly focused 
on non-verbal communication (gestures, visual symbolism), 
which is essential for EFL students to comprehend meaning 
in multimodal text. Kress (2010) further emphasized the im-
portance of multimodal integration, arguing that it is now 
impossible to fully understand texts—even their linguis-
tic components—without considering how other features, 
such as images and sounds, contribute to meaning. This 
reinforces the centrality of multimodal literacy in contem-
porary communication, particularly in digitally mediated EFL 
environments. This interconnectedness is amplified by com-
puter technology, which seamlessly integrates text, audio, 
video, and images in meaning-making processes (Kress & 
van Leeuwen, 2006). Kress and van Leeuwen (2006) also in-
troduced a visual design «grammar,» exploring how visual 
literacy can be integrated into education. This is particular-
ly relevant to the present study’s aim of developing visual 
methodologies for EFL instruction, as it offers tools to de-
construct visual rhetoric in learning materials. That said, 
their model primarily examines Western visual conventions, 
potentially marginalizing culturally diverse EFL learners who 
may interpret imagery differently.  

A multimodal approach in the classroom emphasizes the 
strategic use of multiple modalities in authentic learning en-
vironments. Each modality serves as a resource for students’ 
meaning construction, offering unique perspectives on phe-

nomena that can challenge prior conceptions and provide 
tools for imagining and thinking (Kress, 2009). For instance, 
teachers often use gestures and voice to highlight images 
and other references during instruction, creating a dynam-
ic interplay between modes (Kress, 2009). Kress (2010) also 
argued that gestures, drawings, voice, and physical objects 
interact in ways that enrich meaning construction. Each 
mode contributes uniquely: speech provides differentiation, 
blackboard images offer visual context, object manipulation 
creates a physical context, actions provide dynamic clarity, 
and textbook images serve as stable summaries. Repetition, 
synchronisation, similarity, and contrast further enhance co-
hesion. The selection of modes is purposeful, as each meta-
phorical journey is unique, and each mode builds meaning 
differently. Students must engage in distinct tasks to com-
prehend each mode, fostering deeper understanding. The 
dynamic interplay between modes (e.g., voice and gestures 
reinforcing images) aligns with the present study’s focus on 
how synchronized multimodal input strengthens learners’ 
ability to decode verbal and nonverbal cues in audio-visual 
materials.

Multimodal approaches utilize both verbal and nonverbal 
modes to represent content knowledge, thereby enhancing 
visual and sensory education. This approach not only pro-
motes relevance and innovation but also improves course 
quality and diversifies academic programs (Maguire, 2005; 
Moreno & Mayer, 2007). By integrating multiple modes, ed-
ucators can create richer, more engaging learning experi-
ences that cater to diverse learner needs and preferences. 
This supports the argument that multimodal methodolo-
gies are crucial for fostering deeper comprehension and 
engagement in EFL contexts, as they leverage both audito-
ry and visual stimuli to reinforce learning. However, these 
studies overlook the specific challenges EFL learners may 
face when processing multiple modes simultaneously, such 
as cognitive overload or cultural differences in interpreting 
nonverbal cues. Further research is needed to explore how 
different learner profiles (e.g., proficiency levels, cultural 
backgrounds) interact with multimodal input.

Multimodal Audio-Visual Comprehension
The progress in science and technology is transforming 
the landscape of second language (L2) listening teaching, 
which has evolved from the old-fashioned audio-only based 
instruction to modern multimodal audio-visual instruction. 
There’s an essential emphasis on technology for both in-
struction and assessment. There is interactive content, 
real-time annotation and gesture-based interaction with 
Smart Boards, multitouches and data show tools (projec-
tors/ visualizers) normalize visual oriented stimuli (multimo-
dality). Taken together, these technologies offer a systemat-
ic and comprehensive model to investigate how multimodal 
approaches improve various communication skills among 
EFL students (Abdullah et al., 2020). This change has yielded 
a proliferation of academic literature on the effectiveness 
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of these techniques (Zhyrun, 2016; Namaziandost & Nasri, 
2019; Arbab, 2020). Audio-visual input, with motion picture, 
sound, and text on a screen, appeals to vision and hearing, 
and has three metafunctions: image, writing and doing. Nu-
merous studies have confirmed that information to both au-
ditory and visual modalities is not only better received, but it 
also is better encoded in memory than that delivered to the 
auditory modality only (Surguladze et al., 2001; Campbell, 
2008). Since listening comprehension is among other com-
plex selection and information processing activities of the 
brain and higher cortical function is facilitated during the 
activation of several sensory channels. The onset of multi-
media in classrooms has prompted an additional revolution 
in the teaching industry – the ability to make a simultaneous 
assessment of both auditive and visual information. These 
developments have now been supplemented by large-scale 
standardized high-stakes testing, such as TOEFL’s iBT and 
China’s CET-4 and CET-6 Internet-based exams (Wang at al., 
2014). This supports the argument that multimodal input 
enhances cognitive processing by engaging multiple senso-
ry pathways, which is critical for EFL learners who rely on 
both verbal and visual cues for comprehension. These stud-
ies do not account for longitudinal changes in multimodal 
comprehension. However, these studies overlook the spe-
cific role of nonverbal communication (e.g., gestures, facial 
expressions) in facilitating language acquisition, which is a 
key component of multimodal learning.

However, a need still persists for empirical research that 
focuses on the effects that technological tools and com-
puter-based or digital materials of/the visual and auditory 
input combined resources may have on students’ compre-
hension. Yet, many studies have also emphasized the role 
of both linguistic and extra-linguistic information in process-
ing. For example, Sueyoshi and Hardison (2005) highlighted 
the importance of context-specific cues (e.g., facial expres-
sions and gestures) for comprehension. This supports the 
argument that nonverbal elements in multimodal input are 
critical for comprehension, aligning with the present study’s 
focus on how visual methodologies augment EFL learners’ 
interpretive skills. However, this study overlooks the spe-
cific technological affordances (e.g., interactive digital plat-
forms) that could further optimize these nonverbal cues for 
language learning.

Similarly, Ramírez and Alonso (2007) demonstrated that 
Spanish children achieved a deeper understanding of for-
eign language structures through engagement with Eng-
lish digital stories. Their findings also revealed that such 
audio-visual materials not only improved listening skills but 
also fostered other competencies, such as communication, 
as students were able to provide feedback in the target lan-
guage after viewing the videos. These findings align with 
the present study’s focus on multimodal input enhancing 
both comprehension and verbal communication. However, 
the study does not explore whether certain types of visual 
stimuli (e.g., animations vs. live-action videos) yield differ-

ential effects, a gap this research could address. Wagner 
(2010) further corroborated these findings through a com-
parative study, showing that an experimental group ex-
posed to audio-visual input outperformed a control group 
that relied solely on auditory input in comprehension tests. 
This highlights the need for multimodal approaches in EFL 
Learning, notably for its role in retention. However, the 
study confined attention to comprehension scores and does 
not include the impact on nonverbal communication (e.g., 
gesture understanding) which is a central aspect of this 
study. Taken together, these studies highlight the multi-di-
mensional contributions of multimodal input to second lan-
guage learning, and argue that complementary visual and 
auditory information provides a substantial boost to both 
understanding and remembering.

Multimodal Approach to Verbal and Nonverbal 
Communication
Verbal and visual communication are essential components 
of the learning process, each playing a distinct yet comple-
mentary role. In fact, visual communication enriches the 
active learning by involving learners in auditory and visual 
representations as well as promotes higher cognitive func-
tions and application of learning in the real world (Khad-
imally, 2016). This is consistent with the claim that multi-
modal visual approaches can help to enhance EFL students’ 
understanding of abstract concepts through the illustration 
of concrete visual materials. But what this research has 
failed to consider is the special difficulties which existence 
for EFL learner in dealing with reception of visual and ver-
bal information at the same time. Because this is the foun-
dation of Audio-visual comprehension. This can be clearly 
seen in the context of foreign language learning when 
images are used, such as in the ‘Selfie Project’, to prompt 
spoken or written language production (Victoria, 2021).
These findings align with the present study’s focus on how 
visual aids can enhance verbal production in EFL contexts, 
suggesting that multimodal tasks (e.g., digital storytelling 
or image-based reflections) may foster both linguistic and 
nonverbal expression. However, the limitations of verbal 
communication in diverse and complex contexts highlight 
the necessity of visual aids to improve understanding and 
engagement (Lennartsson, 2010). This reinforces the idea 
that EFL learners may rely heavily on visual scaffolding to 
decode meaning, particularly in linguistically demanding 
situations. Yet, the study does not explore how cultural dif-
ferences in visual literacy might affect comprehension—a 
gap this research could address. Despite the predominance 
of verbal communication in education, the effective use of 
visual thinking is crucial for conveying messages and foster-
ing critical thinking skills (Nuzzaci, 2019). This supports the 
argument that multimodal methodologies could empower 
EFL students to analyze and articulate ideas more critical-
ly. However, the study focuses on general education rather 
than language learners, leaving room for further investiga-
tion into how visual thinking strategies specifically benefit 
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EFL audio-visual processing. This interplay between verbal 
and nonverbal communication significantly influences the 
quality of learning experiences, underscoring the need for 
educators to develop proficiency in both forms (Wahyuni, 
2018). These findings align with the present study’s focus on 
multimodal pedagogy but do not examine the role of tech-
nology (e.g., videos, interactive graphics) in facilitating this 
interplay—an area this research could explore.

Moreover, having established the cognitive advantages of 
multimodal input, the following section examines its role in 
productive communication skills. Multimodal approaches to 
communication encompass both verbal and nonverbal el-
ements, emphasizing their interdependence in conveying 
meaning. Research indicates that nonverbal cues, such as 
gestures, facial expressions, and prosody, play a crucial role 
in enhancing the understanding of verbal messages, par-
ticularly in contexts such as political discourse and media 
communication (Madella et al., 2023; Abduraximova, 2024; 
Harutyunyan, 2023). The evolution of multimodal studies 
has further expanded to include various media forms, high-
lighting the significance of visual components in enhancing 
the impact of verbal texts (Szawerna, 2023).  This supports 
the argument that integrating visual and verbal modalities 
strengthens communicative effectiveness, which is crucial 
for EFL students developing audio-visual comprehension. 
However, this study overlooks the specific challenges EFL 
learners may face when processing multimodal input, such 
as cognitive overload or cultural differences in visual in-
terpretation. These findings align with the present study’s 
focus on how multimodal methodologies influence both 
verbal and nonverbal communication in EFL contexts. The 
neuroscientific perspective offered by Benetti et al. (2023) 
reinforces the idea that multimodal learning engages multi-
ple cognitive processes, potentially enhancing retention and 
comprehension. For instance, studies show that learners 
who engage in multimodal communication experience few-
er communication breakdowns and demonstrate improved 
language abilities (Bouchey et al., 2021).

In contrast to receptive modalities, productive and interac-
tive modes such as gesture and prosody have received com-
paratively less attention. The multimodal approach is par-
ticularly relevant for students who are already accustomed 
to technology as part of daily life (Ngongo, 2022). This sup-
ports the argument that EFL learners, many of whom are 
digital natives, may benefit from instructional methods that 
align with their existing technological literacy, thereby facil-
itating engagement with multimodal texts. Multimodality 
refers to all verbal and nonverbal visual semiotic inputs that 
can be used to interpret dialogical associations in reading 
material (Herman et al., 2019). These findings align with the 
present study’s focus on how visual and auditory semiotic 
resources interact to shape comprehension and communi-
cation in EFL contexts. As Baldry et al. (2020, p. 157) assert, 
“we live in a multimodal society,” where individuals expe-
rience the world multimodality and construct meaning us-

ing words, visuals, gestures, sounds, and other resources. 
This perspective reinforces the idea that language learning 
should extend beyond traditional verbal instruction to in-
corporate diverse semiotic modes, which is central to this 
study’s investigation of audio-visual comprehension. This 
perspective is supported by Bilfaqih and Qomarudin (2017), 
who argue that texts of various types are inherently mul-
timodal, combining semiotic frameworks to create mean-
ing in both standard and innovative ways. However, this 
study overlooks the specific challenges EFL learners may 
face when navigating multimodal texts, such as cognitive 
overload or cultural disparities in semiotic interpretation 
- a gap the current research seeks to address. Technolog-
ical advancements further enhance text multimodality by 
simplifying the creation and dissemination of multimodal 
content, allowing learners to engage with diverse semiot-
ic resources as a cohesive communication unit (Bezemer & 
Kress, 2016). This supports the argument that digital tools 
can scaffold EFL students’ multimodal literacy, but it raises 
questions about whether current pedagogical practices ad-
equately prepare learners to critically analyse and produce 
multimodal discourse, a key concern of this study.

In this environment, learners are placed in the role of “se-
miotic initiators and responders,” not just attending to spo-
ken language, but to producing and responding to, a range 
of texts and images as well as other multimodal resources 
(Coffin & Donohue, 2014). Frequently this creative mediation 
consent new readings or uses of the multimodal content 
that do not necessarily correspond to the original inten-
tions of its design. Multimodal approaches in spoken and 
visual communication integrate linguistic (words), visual 
(gestures), and aural resources, demonstrating the interde-
pendence of verbal and nonverbal communication. This is 
particularly evident in face-to-face communication, where 
gestures, facial expressions and prosody (intonation) con-
tribute to the meaning and emotion of an utterance (Szaw-
erna, 2023; Kenzhegaliev et al., 2023). Multimodal teaching, 
in the end, applies textual, visual, and auditory modes to en-
hance learning and equip students with powerful commu-
nication skills (Archvadze, 2023). While these studies high-
light the benefits of multimodality, they do not sufficiently 
address potential challenges, such as cognitive overload in 
learners when processing multiple modes simultaneously 
or cultural differences in interpreting nonverbal cues. Ad-
ditionally, there is limited discussion on how digital versus 
in-person multimodal interactions affect learning outcomes 
differently.

METHOD

Research Design
This study implemented a mixed-methods research design 
to answer its research questions. Proudfoot (2023) defines 
mixed methods research as the combination of both qual-
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itative and quantitative threads as part of the same re-
search program (although data analysis/ and or collection 
may be done separately and findings and inferences may 
be combined/ integrated through the integration of data. 
It seeks to establish an in-depth understanding of complex 
educational phenomena through the collection, analysis 
and synthesis of a range of data in relation to particular re-
search questions (Creswell, 2024). The method can be par-
ticularly advantageous in educational research, as i t could 
contribute to the consistency of results and lead to a more 
informed viewpoint on topics, such as teaching practices 
and students’ well-being (Fàbregues et al., 2024; Ercan et 
al., 2022). An explanatory sequential mixed methods design 
‘consists of first collecting quantitative data and then col-
lecting qualitative data to help explain or elaborate on the 
quantitative results’ (Creswell, 2017, p.542). The research 
was conducted according to an explanatory sequential re-
search design, in which the findings obtained with quanti-
tative data are examined in depth with qualitative methods 
and data. In this context, firstly, quantitative data were col-
lected and analysed by using a repeated-measures ANOVA 
on the set of three test scores over time. Secondly, quali-
tative data collection processes and analysis were applied 
by using thematic analysis of the data collected by a focus 
group semi-structured-interview to enrich the findings ob-
tained in the first step.

Participants
The study population of the quantitative method consists 
of randomly selected third-year EFL university students at 
Anbar University, College of Education for Humanities, and 
Tikrit University, College of Education for Humanities and 
College of Education for Women enrolled in the English de-
partments, during the academic year 2023–2024. The total 
population consists of 373 students. In addition to this pop-
ulation, the researcher randomly selected and invited 214 
EFL Iraqi students to participate in the study on the basis of 
their willingness and agreement. However, some students 
were excluded due to failure to comply with the study pe-
riod (including withdrawal during the study), incomplete 

responses, or non-compliance with test instructions, such 
as skipping sections or providing inconsistent responses. 
Only participants who fully adhered to the study protocols 
were included in the final analysis. The research’s quanti-
tative data method was determined by convenience sam-
pling. Convenience sampling was selected to identify the 
nearest and easily accessible sample that the researcher 
can obtain. Convenience sampling was used due to logistical 
constraints (e.g., accessibility during the academic year). To 
mitigate bias, the sample was stratified by university (Anbar 
and Tikrit) and department (Humanities/Women), ensuring 
representation across institutional contexts. The researcher 
asked 214 students, who had the same educational and lan-
guage background knowledge, to represent the sample by 
answering audio-visual comprehension, verbal communica-
tion and nonverbal communication tests.

The qualitative study sample consists of certain people and 
was determined through maximum variation sampling, one 
of the methods included in purposive sampling. Maximum 
diversity sampling aims to select a relatively small yet highly 
representative sample that captures the broadest possible 
range of perspectives within relevant population groups. 
This approach seeks to identify commonalities across di-
verse scenarios, thereby revealing the multifaceted nature 
of the issue under study (Yıldırım & Şimşek, 2006). In this 
study, maximum variation was achieved by incorporating 
participants with differing academic performance levels, 
age ranges, and degrees of digital literacy. Volunteering is 
crucial because the participants of the qualitative research 
will be drawn from the participants in the quantitative meth-
od (Creswell, 2017). For this reason, 20 students among 
the participants who supported the quantitative part were 
selected for the qualitative sample with the focus group 
semi-structured interview. Data were collected from three 
colleges to form the quantitative sample. In the qualitative 
study group, at least five students from each college were 
included to ensure maximum diversity. The gender break-
down of the interviewed students is 13 females and 7 males, 
with ages ranging from 19 to 22.

Table 1
The Demographic Data of the Study Participant of the Quantitative Dimension

Variable Introductory Features N %

Sample College of education for humanities- university of Tikrit 87 40.65%

College of education for women- university of Tikrit 54 25.23%

College of education for humanities- Anbar university 73 34.11%

Gender Female 153 71.49%

Male 61 28.50%

Age 19-21 178 83.17%

22-24 36 16.21%



Ibrahim Hassan Ali Al-jumaily, Istabraq Tariq Jawaad Alazzawi

42 JLE  |  Vol. 11  |  No. 2  |  2025

| Research Papers

Instruments of Data Collection

Data collection was conducted using triangulation of mixed-
mode design instruments, as outlined below.

Quantitative Research Instrument

The study employed three quantitative data collection in-
struments. The first, the Audio-Visual Comprehension Test, 
measured listening comprehension and inferential un-
derstanding through a modified version of Norte Fernán-
dez-Pacheco’s (2018) test based on the British Council vod-
cast «English is Great» (https://goo.gl/xK4zYn). It included 
eight fill-in-the-blank items requiring exact words from the 
vodcast, six true/false questions on explicit facts, and one 
open-ended follow-up question analyzing speaker tone. The 
vodcast was selected for its authentic native-speaker dia-
logue, cultural neutrality, and alignment with B1 CEFR profi-
ciency, with piloting (n=20) confirming appropriate difficul-
ty after minor lexical adjustments. The second, the verbal 
communication test, evaluated written production via four 
tasks: five prompt-based dialogue continuations, one role-
play scenario, one dialogue-writing task using rejoinders, 
and one structured topic-development exercise (renamed 
from «mental visualisation» for clarity). The third, the non-
verbal communication test, assessed the identification and 
interpretation of gestures, facial expressions, and proxem-
ics through 12 matching items (pairing images to nonverbal 
types), 10 multiple-choice questions (interpreting body lan-
guage), and three short-answer analyses of emotional tone. 
All tests were refined for formal tone—replacing colloquial-
isms, adding exemplar responses, and standardizing scor-
ing—to ensure replicability and alignment with language 
assessment best practices.

The second and third tests were collected and guided by 
the researcher. The repeated test design is used to test the 
effect, as indicated by Wiklund-Hörnqvist et al. (2014). It im-
proves the ability to recall and learning outcomes at a sig-
nificantly higher level. This method involves administering 
tests after particular periods and is more efficient than ac-
tions such as repeating.

To establish the face validity and content validity of the au-
dio-visual, verbal and nonverbal communication tests, the 
researcher evaluated them with the help of a panel of 10 ex-
perts in the field of applied linguistics and methods of teach-
ing. The experts’ modifications and suggestions were taken 
into consideration in verifying the appropriateness and the 
final structure of the tests. Finally, the three tests were pi-
loted to ensure the construct validity, language clarity, ac-
curacy, practicality and reliability. According to Oluwatayo 
(2012), construct validity refers to whether the operational 
definition of a variable actually reflects the theoretical mean-
ings of a concept. In other words, construct validity shows 
the degree to which inferences are legitimately made from 
the operationalisations in one’s study to the theoretical con-

structs on which those operationalisations are based. There-
fore, construct validity of all the instruments is established 
through item analysis such as item discrimination power, 
item difficulty level, the correlation coefficient between the 
item score and the total score of the test, the correlation 
coefficient between the item score and the component to 
which the item belongs, and internal correlation matrices. 
The results indicate that the audio-visual test items exhib-
ited an appropriate level of difficulty, ranging between 0.41 
and 0.67, while the discrimination power for all items fell 
within 0.31 to 0.53. For verbal communication, the difficulty 
level ranged from 0.42 to 0.58, with a discrimination power 
between 0.35 and 0.55. Similarly, nonverbal communication 
items demonstrated a difficulty level of 0.33 to 0.46 and a 
higher discrimination power of 0.43 to 0.63, which aligns 
with established benchmarks (Tang & Logonnathan, 2016).

Accordingly, the point-biserial correlation coefficient formu-
la is used to calculate the correlation between the total score 
of the test, the binary score (intermittent) is used for the 
subject items and the Pearson correlation coefficient is used 
to find out the correlation between the items’ scores and 
the total score for the 214 participants. Statistical analysis 
of audio-visual, nonverbal and verbal communication of the 
test’s items reveals that all the correlation coefficient values 
are more significant than the critical value, which is 0.195 at 
212 degrees of freedom and 0.05 significance level.

According to Franzen (2013, p. 15), one of the basic char-
acteristics of a good instrument is reliability, which refers 
to the consistency or stability of scores values that an in-
strument elicits. The measurement of test–retest means 
that if the same respondents complete a test at two differ-
ent points in time, then the responses should be stable and 
the set of results should be reproducible. With the use of 
the Pearson correlation coefficient to estimate reliability, or 
r-value, of responses, the r-value for the audio-visual com-
prehension scale is 0.91, that for the verbal communication 
scale is 0.87 and that for the nonverbal communication scale 
is 0.89, thus being indicators of good reliability because the 
values are higher than 0.70. Internal consistency of meas-
ure items is another way to test the reliability of this study. 
Cronbach’s alpha is extensively used to determine a test’s 
internal consistency (Franzen, 2013). Most internal con-
sistency testing approaches treat each item as a separate 
measurement and the test as multiple measurements. The 
study’s three measures (audio-visual comprehension scale, 
verbal communication scale and nonverbal communication 
scale) demonstrate high internal consistency, with values of 
0.88, 0.92 and 0.85, respectively (Ravid, 2024). The high Cron-
bach’s alpha (α) and test-retest (r) values (all above 0.85, 
except for one α at 0.85 and one r at 0.87) indicate strong 
reliability, while the difficulty (p) and discrimination (D) indi-
ces suggest appropriate item variability and effectiveness in 
distinguishing between high and low performers, confirm-
ing robust instrument quality.

https://goo.gl/xK4zYn
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Qualitative Research Instrument

To triangulate quantitative findings, the researcher con-
ducted semi-structured focus group interviews with 20 EFL 
university students divided into four groups (five partici-
pants each), each lasting 60–75 minutes, to explore the in-
fluence of multimodal visual methodologies on audio-visual 
comprehension, verbal communication, and nonverbal 
communication. Prior to implementation, a jury of experts 
evaluated the interview prompts for validity and relevance, 
leading to minor refinements, and a pilot test with five stu-
dents confirmed the clarity and suitability of the questions. 
Core discussion prompts included questions such as, «How 
do multimodal materials influence your understanding of 
complex English-language content?» and «In what ways do 
these methodologies affect your confidence in verbal com-
munication?», with flexibility for follow-up probes to explore 
emerging themes. Sessions were audio-recorded (with con-
sent) and transcribed, ensuring rigorous qualitative data 
collection that complemented the study’s quantitative ap-
proach while providing nuanced insights into learners’ ex-
periences with multimodal tools.

Procedures of Data Collection
The study extended for 60 days and included quantitative 
and qualitative data collection. For the quantitative data, the 
study passed through phrases such as ‘before’ (first test), 
‘during’ (14 days after first test follow-up with a 1-hour lec-
ture or more to provide feedback on the three tests) and 
‘after’ (final tests after 14 days). The study employed various 
multimodal technological devices, including smartboards, 
to facilitate learning during the designated period. In the 
audio-visual comprehension assessment, a vodcast was uti-
lised to present material for answering test questions. The 
verbal and nonverbal communication evaluations were con-
ducted using visual imagery, which was effectively managed 
and articulated through PowerPoint presentations. The 
three important phases of quantitative data are as follows:

- In the ‘before phase, the participants were required to 
complete three assessments (e.g. audio-visual comprehen-
sion, verbal and nonverbal communication) designed to 
evaluate their strengths and weaknesses across the three 
variables under investigation, utilising a smartboard to 
present the study questions.

- In the ‘during’ phase, the students received a lesson lasting 
one hour or more prior to the assessments. This instruction 
served as feedback regarding the variables being examined 
in the tests, allowing students to familiarise themselves with 

the material. The assessments were administered on con-
secutive days.

- In the ‘after’ phase, the stability of the information relat-
ed to the study variables was assessed. This phase aimed 
to evaluate retention and both short-term and long-term 
memory over a specified duration.

The study rigorously controlled key variables to ensure con-
sistency across all phases. Timing was standardized, with 
fixed intervals between the «before» (baseline), «during» 
(14-day follow-up with feedback), and «after» (final assess-
ment) phases, and assessments were administered on con-
secutive days during the intervention period. Materials and 
technology were kept uniform, with smartboards used for 
presenting test questions, vodcasts for audio-visual com-
prehension tasks, and PowerPoint for verbal and nonver-
bal communication evaluations. Learning conditions were 
maintained through structured, multimodal instruction, in-
cluding a minimum one-hour feedback lecture in the «dur-
ing» phase, ensuring all participants received identical con-
tent and technological support. These controls minimized 
external variability, enhancing the reliability of the quanti-
tative data collected.

As for qualitative data, the focus group semi-structured in-
terview is used to gather information after the three phases 
of quantitative data. The interviews were conducted to en-
rich the findings of the study and explore the factors that af-
fected English learning (e.g. psychological, social, increased 
student engagement and pedagogical factors). Notes were 
taken on nonverbal cues and group dynamics during the fo-
cus groups, as these can provide additional context to verbal 
responses.

Data Analysis Procedures
A multimodal transcription of the ‘English is Great’ vodcasts 
was conducted on the basis of the audio-visual compre-
hension test to illustrate the many communicative modes 
employed during the vodcasts. The analysis was conducted 
using the EUDICO Linguistic Annotator (ELAN) by which EU-
DICO means European Distributed Corpora Project. ELAN 
is sophisticated annotation software which can be used for 
annotating audio and video material. Produced at the Max 
Planck Institute for Psycholinguistics in Nijmegen, Nether-
lands, ELAN is an essential tool for linguists and other re-
searchers who use video or audio recordings (Cheng, 2024). 
In this study, ELAN was utilized solely for instructional de-
sign purposes. The variety of modes present in the vod-

Table 2
Psychometrics Properties of the Study Instruments

Test Name Cronbach’s Alpha (α) Test–Retest (r) Difficulty Index (p) Discrimination Index (D)

Audio-visual Comprehension 0.88 0.91 0.41-0.67 0.31-0.53

Verbal communication 0.92 0.87 0.42-0.58 0.35-0.55

Nonverbal Communication 0.85 0.89 0.33-0.46 0.43-0.63



Ibrahim Hassan Ali Al-jumaily, Istabraq Tariq Jawaad Alazzawi

44 JLE  |  Vol. 11  |  No. 2  |  2025

| Research Papers

casts — such as participants’ gestures, speech, written text, 
images and music — were categorised into different tiers. 
This classification allowed for the simultaneous display of 
precise annotations on the same screen. The teacher no-
tified students that they will view a vodcast on the English 
language and thereafter respond to questions. To assuage 
any apprehension, the instructor told them that this was not 
an examination, but simply a routine audio-visual exercise. 
Subsequently, a comprehension assessment and a blank 
sheet of paper were administered to the students. They 
were allotted 90 seconds to review the test and anticipate 
the content they would be viewing. Following this reading 
session, students were directed to turn the test over to de-
ter them from repeatedly referencing both the paper and 
the screen. While note-taking during the vodcast was not 
mandatory, students had the choice to engage in it if they 
desired. Following the elucidation of the directions, the class 
viewed ‘English is Great’ once. They were subsequently al-
lotted three minutes to respond to the questions according 
to their comprehension. After three minutes, the students 
flipped their tests and rewatched the vodcast, adhering to 
the same protocol as previously established. Following the 
second viewing, they were allotted an additional three min-
utes to complete the test.

The images utilised in the verbal and nonverbal communica-
tion assessments were sourced from Conversation Strategies: 
Pair and Group Activities for Developing Communicative Com-
petence by Kehe and Kehe (1994), as well as Discussion Strat-
egies: Beyond Everyday Conversation by Kehe et al. (1998). 
The nonverbal communication referenced were derived 
from 100+ Body Language Tips by Rosas (2010). As for the 

data collected by audio-visual comprehension, verbal and 
nonverbal communication tests, quantitative data analy-
sis procedures were followed through numerical statistical 
analysis by using Statistical Package for the Social Sciences 
version 26. Consequently, repeated-measures ANOVA was 
conducted on the set of three test scores over time. The 
Pearson correlation coefficient was employed to assess the 
relationship between students’ performance across each 
test phase, enabling the calculation of effect sizes for each 
variable.

In the analysis of qualitative data, semi-structured focus 
group interviews were subjected to qualitative analysis us-
ing Creswell’s (2012) thematic analysis steps. These steps 
are as follows: preparing and organising the data; explor-
ing and coding the data; describing findings and forming 
themes; representing and reporting findings; interpreting 
the meaning of the findings; and ensuring the credibility 
and trustworthiness of the findings (p. 238). Denzin and Lin-
coln (2018) advised the use of two steps to verify the qualita-
tive findings’ objectivity and authenticity. Firstly, an external 
auditor conducts triangulation and reviews, ensuring the 
study’s accuracy and compatibility by using multiple data 
gathering sources and instruments. Secondly, the external 
auditor, who is an experienced applied linguistics specialist, 
was asked to critically and deliberately review the initial draft 
of the qualitative analysis of the findings in all its key themes 
and subthemes. The external auditor then confirmed that 
the analytical themes were scientifically sound. These two 
steps ensured that the researchers’ analysis was non-biased 
and scientifically compelling.

Figure 1 
Procedures of the Study
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RESULTS

Quantitative Results

Results Related to Audio-Visual Comprehension Test

In order to find out ‘the influence multimodal visual meth-
odologies on audio-visual comprehension among EFL univer-
sity students.’ The results represent sample participants 
(N = 214) from three colleges of education. The mean score 
and standard deviation were calculated to assess students’ 
performance over time in the ‘before’, ‘during’ and ‘after’ 
phases. The mean scores of these tests in the three phases 
are 46.22, 56.58 and 67.59, respectively, as shown in Table 3.

To examine the variations in students’ performance on the 
audio-visual comprehension test over time, repeated-meas-
ures ANOVA was performed to assess the statistical sig-
nificance of the changes among the three tests over time. 

Mauchly’s test of sphericity indicated that the assumption 
of sphericity was not violated (P = 0.213). The partial eta 
squared (partial η2) was calculated to assess the variance 
in comprehension scores attributable to the three tests over 
time, as illustrated in Table 4.

According to Table 4, repeated-measures one-way ANOVA 
indicated a significant difference in the number of the three 
tests according to the ‘before’, ‘during’ and ‘after’ phases, 
F(2, 426) = 244.656, (p < .001). The obtained partial η2 was 
0.535. The percentage of variance in the dependent varia-
ble is substantial and positively influenced, indicating that 
students achieve improved audio-visual comprehension 
results when multimodal visual images are utilised. In an 
educational context, a «significant effect» typically refers to 
a meaningful or important impact of an intervention, pro-
gram, teaching method, or policy on student learning out-
comes, engagement, or other educational measures. The 
analysis involved conducting three post hoc t-tests. This 
phase of the analysis aimed to assess the differences among 

Table 3
Descriptive Statistics Table According to Students’ Audio-Visual Comprehension Test Performance Over Time

AVC Phases Mean Std. Deviation

Before 46.22 10.65

During 56.58 9.475

After 67.59 9.90

Figure 2
Phases of Student Performance in Audio-Visual Comprehension Tests Over Time

Table 4
Within-Subjects Effects Tests (Sphericity Assumed)

Source Type III Sum of Squares df Mean Square F Sig. Partial Eta Squared

Audio-visual Sphericity 
Assumed

48875.629 2 24437.815 244.656 .000 .535

Error Au-
dio-visual

Sphericity 
Assumed

42551.704 426 99.887
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the three pairs of conditions: before–during, before–after 
and during–after. Post hoc comparisons between conditions 
were conducted using three paired sample t-tests. A paired 
sample analysis revealed a significant difference between 
the before–during conditions, t (213) = −11.018, p < .001. A 
second paired sample t-test revealed a significant difference 
between the before–after measurements, t (213) = −20.899, 
p < .001. The third paired sample t-test revealed a significant 
difference between the during and after conditions, t (213) = 
−11.796, p < .001. All pairs exhibited a statistically significant 
difference at the p < 0.05 level. The reported effect size of d = 
1.072 indicates a large practical difference between the com-
pared conditions (before–during, before–after, and during–
after). For example, if the mean score in the before condition 
was 50 with a standard deviation of 10, the during condition 
would average around 60.72, showing a substantial increase 
of ~10.72 points. Similarly, the after condition would be even 
higher if the effect is cumulative. This means that not only 
were the differences statistically significant (p < .001), but 
they also represented meaningful real-world changes, as 
an effect size above 0.8 is generally considered large. Thus, 
the findings demonstrate strong, practically important ef-
fects across all comparisons. These results indicate a clear 
progression in students’ performance over time, with mean 
scores increasing significantly from «before» phase to the 
«during» and «after» phases. While no significant difference 
is found between the during and after phases. The lack of 
significant difference between the during and after phase 
may suggest that while students continued to benefit from 

these multimodalities, the rate of improvement plateaued 
after initial exposure.

Results Related to Verbal Communication Test

Regarding the influence of multimodal visual methodologies 
on EFL students’ verbal communication among the three rounds 
of test. Initially, the average score and standard deviation 
reveal the progression of students’ performance over time 
using the terms ‘before,’ ‘during’ and ‘after’. Table 5 shows 
that the respective mean scores before, during and after the 
three tests were 36.97, 53.95 and 56.14.

Repeated-measures ANOVA was performed on the three 
test results to assess the statistical significance of the dif-
ferences observed over time. Mauchly’s test of sphericity 
also revealed a violation of the sphericity assumption, with 
a P-value of 0.07. Huynh-Feldt epsilonb of 0.963 was used to 
correct an increase in the type I error rate. As shown in Table 
6, partial η2 was used to figure out how much of the differ-
ence in verbal communication test scores can be explained 
by the three tests over time.

The repeated-measures one-way ANOVA F-value (1.926, 
410.292) = 271.990; p <.001) demonstrated a notable dispar-
ity in the total number of tests related to the terms ‘before’, 
‘during’ and ‘after’. The partial η2 value was 0.561. The per-
centage of variation in the dependent variable is substantial 
and positive, suggesting that the multimodal visual image 
enhanced students’ verbal communication. Analysis indicat-

Table 5
Descriptive Statistics Table According to Students’ Verbal Communication Test Performance Over Time

VC Phases Mean Std. Deviation

Before 36.97 10.39

During 53.95 10.16

After 56.14 12.28

Figure 3
Phases of Student Performance in Verbal Communication Tests Over Time
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ed that each condition exhibited significant variability. The 
study utilised three post-hoc t-tests and analysed the differ-
ences among before–during, before–after and during–after 
conditions. Three paired sample t-tests were utilised for post 
hoc condition comparisons. A preliminary paired sample 
analysis indicated a significant difference between the be-
fore-during conditions, t (213) = −16.949, p < .001. A second 
paired sample t-test indicated a significant difference be-
tween the before-after conditions, t (213) = −20.982, p < .001. 
The third paired sample t-test indicated a significant differ-
ence between the during-after conditions, t (213) = −2.354, p 
< .001. All pairs exhibited significant differences (p < 0.05). A 
significant effect size d = 0.707 supported these results. Co-
hen’s d is a measure of effect size that indicates how many 
standard deviations apart the means of two paired condi-
tions are. A d of 0.707 falls between a medium and large ef-
fect, meaning the differences between conditions are practi-
cally meaningful, not just statistically significant. The results 
show that turn-taking dominates, suggesting that effective 

communication heavily depends on participants’ ability to 
manage conversational turns, potentially enhancing en-
gagement and understanding.

Results Related to Nonverbal Communication Test

In order to find out ‘How do multimodal visual methodologies 
influence EFL students’ nonverbal communication and what 
nonverbal cues that are strengthened by utilising multimodal 
approaches?’, was addressed. The mean scores and stand-
ard deviations reveal the progression of students’ perfor-
mance over time using the terms ‘before’, ‘during’ and ‘af-
ter’. Figure 4 shows that the respective mean scores before, 
during and after the three tests were 37.75, 54.37 and 62.24, 
as illustrated in Table 7.

Students’ performance in the nonverbal communication 
test varied over time. Repeated-measures ANOVA was con-
ducted on the three tests to assess the statistical signifi-

Table 6
Tests of Within-Subjects Effects (Huynh-Feldt)

Source Type III Sum of Squares df Mean Square F Sig. Partial Eta Squared

Verbal commu-
nication

Huynh-
Feldt

66437.171 1.926 34490.333 271.990 .000 .561

Error Verbal 
communication

Huynh-
Feldt

52028.162 410.292 126.808

Table 7
Descriptive Statistics Table According to Students’ Nonverbal Communication Test Performance Over Time

NVC Phases Mean Std. Deviation

Before 37.74 12.19027

During 54.37 10.15926

After 62.24 11.12358

Figure 4
Phases of Student Performance in Nonverbal Communication Tests Over Time
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cance of the differences observed over time. Mauchly’s test 
of sphericity revealed a violation of the sphericity assump-
tion, with a P-value of 0.07. Huynh-Feldt epsilonb of 0.965 was 
used to correct an increase in the type I error rate. Quintana 
and Maxwell (1994) recommended using ε if ε is greater than 
0.75. The partial η2 was employed to determine the extent to 
which the variance in nonverbal communication test scores 
can be attributed to the three tests conducted over time, as 
illustrated in Table 8.

Repeated-measures one-way ANOVA F (1.931, 411.202) 
= 270.521; p <.001) showed a significant difference in the 
number of three tests based on the phrases ‘before’, ‘dur-
ing’ and ‘after’. The partial η2 was 0.559. The percentage of 
variation in the dependent variable is significantly high and 
positive, suggesting that the multimodal visual image en-
hanced students’ nonverbal communication. The analysis 
comprised three post hoc t-tests. This phase of the investi-
gation analysed the differences among the three condition 
pairings: before–during, before–after, and during–after. Post 
hoc comparisons between conditions were conducted us-
ing three paired sample t-tests. A preliminary paired sam-
ple analysis revealed a significant difference between the 
before and during conditions, t (213) = −15.523, p < .001. A 
second paired sample t-test revealed a significant difference 
between the before and after intervention, t (213) = −20.901, 
p < .001. The third paired sample t-test revealed a significant 
difference between the during and after periods, t (213) = 
−8.085, p < .001. All pairs exhibited a statistically significant 
difference at the p < 0.05 level. The quoted results indicate 
that all pairwise comparisons (before vs. during, before vs. 
after, and during vs. after) showed statistically significant dif-
ferences with very large effect sizes (Cohen’s d = 1.00). The 
results indicate that there are significant differences in the 
performance of EFL university students across various types 
of nonverbal communication. Specifically: Facial Expressions 
are the most effective type of nonverbal communication, sig-
nificantly outperforming all other types. Kinesics are more 
effective than kinesthetics, eye contact, proxemics, and arti-
facts but less effective than facial expressions. Kinesthetics, 
eye contact, and proxemics show similar effectiveness and 
are significantly better than artifacts. These findings indicate 
that facial expressions play a crucial role in nonverbal com-
munication, followed by other types in the context of the per-
formance test.

Qualitative Results

The qualitative results from the interview aligned with the 
previously mentioned quantitative ones, suggesting that the 
students experienced a high level of understanding. Thus, 
the integration of the multimodal visual images and the 
repeated testing should enrich students’ audio-visual com-
prehension, verbal communication and nonverbal commu-
nication meaningfully. To explain further, the analysis of the 
interview extracts according to the four factors — psycho-
logical, social, increased engagement and pedagogical fac-
tors — revealed that the students expressed their memory 
encoding, as indicated in Table 9.

Students reported that the incorporation of audio-visual 
tools significantly influences listening comprehension and 
is crucial in contemporary language learning, based on four 
factors. Also, multimedia materials create engaging learn-
ing experiences that promote understanding by stimulating 
multiple senses, especially when included in instructional 
activities, and have a major beneficial impact on the growth 
of language proficiency in general and listening comprehen-
sion in particular. Students qualitatively emphasized that 
multimedia materials significantly improve learning by en-
gaging multiple senses and creating immersive experienc-
es, which aligns with the quantitative data showing a clear 
progression in comprehension scores from the before to 
the during and after phases. Together, these results demon-
strate that multimedia tools play a crucial role in boosting 
comprehension, with their strongest impact occurring upon 
initial integration, followed by maintained—though not fur-
ther increasing—advantages.

The students’ responses to the interview questions show 
that visual representations greatly boost self-esteem and 
confidence when expressing their ideas. They enhance un-
derstanding and retention, encourage social connections in 
virtual spaces, and make narratives more captivating and 
relevant. Visuals that evoke emotions enhance the bond 
with the audience, resulting in greater engagement. More-
over, visuals enhance verbal communication and offer val-
uable feedback, thus improving verbal skills, as shown by 
the beneficial effects of educational resources that include 
visuals. Quantitatively, the prevalence of turn-taking sug-
gests that managing conversational flow is key to effective 
dialogue, further supporting engagement and comprehen-

Table 8
Tests of Within-Subjects Effects (Huynh-Feldt)

Source Type III Sum of Squares df Mean Square F Sig. Partial Eta Squared

Nonverbal 
communication

Huynh-
Feldt

66931.523 1.931 34670.063 270.521 .000 .559

Error Nonver-
bal communi-

cation

Huynh-
Feldt

52699.810 411.202 128.160
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sion. Together, these findings indicate that combining visual 
elements with structured interaction techniques creates a 
more dynamic and effective learning environment, where 
emotional resonance, cognitive clarity, and collaborative 
communication synergistically improve outcomes. This 
alignment underscores the value of multimodal approach-
es in education, leveraging both visual and conversational 
strategies to maximize participation and learning.

The qualitative results from the student interviews empha-
sized that the interplay of psychological, social, engage-
ment, and pedagogical factors in nonverbal communication 
is vital for effective teaching and learning, enabling educa-

tors to refine their methods and enhance student perfor-
mance. These findings align with the quantitative results, 
which revealed significant differences in EFL university stu-
dents’ performance across various types of nonverbal com-
munication, with facial expressions emerging as the most 
effective, significantly outperforming other types. Kinesics 
ranked next in effectiveness, surpassing kinesthetics, eye 
contact, proxemics, and artifacts but remaining less impact-
ful than facial expressions, while kinesthetics, eye contact, 
and proxemics showed similar effectiveness and were all 
significantly better than artifacts. Together, these results 
highlight the crucial role of facial expressions in nonverbal 
communication, followed by other types, further supporting 

Table 9
Interview Extracts Indicating Students’ Reference to “Audio-Visual Comprehension”

No. Factors Extracts

Audio-visual 
comprehension

Psychological factors S01 “Ummm, I prefer visual images that make me more enjoyable/interesting/fun/exciting.”

S04 “I like Linking spoken words with visual cues supports vocabulary acquisition and is 
especially beneficial for language learners.”

Social factors S05 “I feel comfortable when technologies employed such audio-visual that provide oppor-
tunities for realistic language learning experiences.”

S11 “I believe that audiovisual tools serve as catalysts for cross-cultural exchange and inter-
national cooperation.”

Increase students 
engagement

S18 “I feel more energetic when I watch the video.”

S08 “I enjoy how multimedia resources like audio-visual stimulate my senses and provide 
interesting learning opportunities that advance my comprehension.”

S03 “Compared to the audio track, I think I'm paying closer attention and being more 
focused.”

Pedagogical factors S13 “In my opinion, using audiovisuals instead of only traditional audio helps the audience 
better understand the situation at hand.”

S02 “Visual materials contribute to an inclusive environment by accommodating different 
learning style.”

Table 10
Interview Extracts Indicating Students’ Reference to “Verbal communication”.

No. Factors Extracts

Verbal communi-
cation

Psychological factors S19 «Excellent, I favor visual representations that enhance my self-esteem and empower me to 
confidently share my thoughts and opinions.»

S16 “I feel more comfortable talking about something when I use visual imagery, which im-
proves my comprehension and memory.”

Social factors S11 “I found that Visual images fosters verbal social interactions within online communities.”

S03 “Amazing, Visual elements facilitate my verbal storytelling and cultures norms by making 
the narrative more compelling and relatable.”

Increase students 
engagement

S20 “I like the way of Visual images that drive my willingness to engage in conversation.”

S06 “Wonderful, I feel that emotional stimuli, such as compelling images or videos, can create a 
strong connection with the audience, increasing the engagement through likes, shares, and 
comments.”

Pedagogical factors S14 “I love educational textbooks’ that employ visuals specially the book real speaking and 
listening improved my verbal skills.”
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the importance of integrating these components into teach-
ing strategies to optimize student outcomes.

DISCUSSION

The results of this study demonstrate that multimodal visual 
methodologies enhance EFL learners’ audio-visual compre-
hension, verbal fluency, and nonverbal communication. Stu-
dents exposed to subtitled videos, contextual images, and 
gesture-based instruction consistently outperformed their 
peers in comprehension tasks. They also demonstrated a 
richer use of facial expressions and body language, confirm-
ing the integrative effect of multimodal input. These find-
ings are consistent with Fay et al. (2013), who showed that 
gestures often precede or substitute for verbal expression 
and function as primary tools for conveying meaning. The 
positive outcomes extended across different learning prefer-
ences and were most evident when visual and verbal chan-
nels were activated simultaneously. Participants reported 
increased motivation, engagement, and communicative con-
fidence, especially in tasks involving repeated exposure and 
varied media formats. While the study confirmed promising 
effects in verbal, written, and embodied modalities, some ar-

eas, such as vodcast-based movement tasks, would benefit 
from more rigorous statistical examination to clarify the role 
of non-linguistic cues in shaping performance.

These findings align with prior research on the benefits of 
multimodal instruction in language learning. Bairstow and 
Lavaur (2012) and Lin (2016) highlighted the contribution 
of L2 subtitles to listening comprehension, while Mohsen 
(2016) and Pardo-Ballester (2016) emphasized the role of 
audio-visual input in activating top-down strategies. Batty 
(2015), Lesnov (2017), and Hsieh (2020) further noted the 
importance of authentic multimodal contexts for receptive 
processing. Although Lin (2016) reported variable outcomes 
for L1 and L2 subtitles, her study lacked longitudinal scope. 
The present research addresses this gap by showing that 
sustained exposure to multimodal cues fosters improvement 
not only in comprehension but also in expressive and inter-
active skills over time.

Theoretical Integration
The observed learning gains can be understood through sev-
eral theoretical frameworks. Cognitive Load Theory explains 
how distributing input across visual and auditory channels 

Table 11
Interview Extracts Indicating Students’ Reference to “Nonverbal communication”.

No. Factors Extracts

Nonverbal communi-
cation

Psychological factors S06     “Visual images provided me with the opportunity to interpret nonverbal sig-
nals, such as the emotional tone of a lesson or the seriousness of a topic, which can 
impact my comprehension and retention of information.”

S12        “I enjoyed utilising visual images for learning nonverbal communication, 
which necessitates self-awareness and emotional intelligence, enabling me to com-
prehend signs such as gestures and facial expressions.”

Social  factors S14          “In my opinion, images help us comprehend how cultural norms influence 
nonverbal communication. Because Different cultures may perceive gestures, eye 
contact, and personal space in different ways.”

S10      “I enjoyed how positive nonverbal behaviours, such as maintaining eye con-
tact or utilising open body language, may foster trust and better connections, which 
are necessary for effective teaching.”

Increase students 
engagement

S17       “I prefer to convey myself visually rather than verbally. For example, using 
thumbs-up or emoji reactions in online lectures enables me to swiftly express and 
grasp levels or emotional states.”

S20     “I like the way that visuals help me understand body language movements—
such as nodding or fidgeting—and help me adjust my teaching strategies in real 
time to better meet my needs.”

Pedagogical factors S09     “It exposes us to the effective use of visual resources, improves instructional 
clarity, and simplifies the delivery of complicated ideas.”

S07     “It was an excellent opportunity for me to learn nonverbal communication 
through the use of visual representations, such as gesturing to indicate transitions 
or utilising facial expressions to convey expectations.”
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reduces working memory overload. Working Memory Theo-
ry supports this view by showing that dual coding enhances 
retention and recall. Sociocultural theory adds another layer 
by framing visuals and gestures as scaffolding devices that 
support internalization of complex linguistic forms. The influ-
ence of learner-specific variables such as proficiency, anxiety, 
learning style, and cultural background also emerged as rele-
vant. For example, subtitled videos were particularly effective 
for low-proficiency learners, and students from high-context 
cultures relied more on nonverbal cues. The effectiveness of 
instruction was moderated by media design quality, where 
clear and interactive resources supported engagement while 
poorly designed materials impeded learning. These findings 
reinforce Mayer’s Cognitive Theory of Multimedia Learning 
(2005, 2009), which emphasizes dual-channel input, limited 
capacity, and active learning in second language acquisition.

Pedagogical Implications
The study suggests that multimodal instruction should be 
adapted to learner level and context. Subtitled videos in L1 
may support beginners, while authentic L2 input can chal-
lenge advanced learners. Explicit instruction in nonverbal 
communication should be integrated into lesson planning to 
develop expressive fluency. Tasks such as vodcasts, storytell-
ing, and gesture-based activities offer opportunities for mul-
timodal practice. Repeated testing also contributed to vocab-
ulary acquisition, consistent with Metsämuuronen (2013) and 
Vojdanoska et al. (2009). The emotional and social benefits of 
multimodal tasks were particularly visible in group activities 
and gamified formats. These observations align with Zhang 
and Zou (2022), Salamanti et al. (2023), Kress and Selander 
(2021), and Mayer (2021), who emphasized the motivational 
and self-efficacy effects of learner-centered multimodal de-
sign.

Limitations 
Although the study revealed consistent patterns, several lim-
itations should be acknowledged. The participant pool was 
limited to three Iraqi universities, which constrains gener-
alizability. Individual cognitive factors such as spatial abili-
ty and working memory were not systematically measured. 
While facial expressions and body movements emerged as 
dominant nonverbal factors, artifacts such as props and 
visual symbols were rated as less effective, despite research 
by Bambaeeroo and Shokrpour (2017), which demonstrat-
ed that teacher appearance and use of physical space can 
significantly influence learner attention and academic en-
gagement. This discrepancy may indicate that such static 
cues operate contextually and require more nuanced meas-
urement. Furthermore, the finding that turn-taking, rather 
than visuals, was the strongest predictor of communicative 
success introduces a thematic ambiguity. It remains unclear 
whether visual support facilitates turn-taking or whether 
the two operate independently. Doumont (2002) noted that 
visuals convey intuitive meaning, but their interaction with 

social communication structures may require more nuanced 
investigation.

CONCLUSION

This study provides empirical evidence that multimodal visual 
methodologies significantly enhance audio-visual compre-
hension, as well as verbal and nonverbal communication in 
EFL contexts. The integration of quantitative and qualitative 
data demonstrates that multimodal input supports language 
learning through a combination of cognitive, emotional, and 
social mechanisms. Statistically significant gains across mul-
tiple testing phases suggest that multimodal tools strength-
en the connection between linguistic and sensory process-
ing, contributing to improved retention and communicative 
performance. Students’ interview responses further confirm 
the affective value of multimodal instruction, emphasizing 
reduced anxiety, increased motivation, and greater engage-
ment.

The study contributes to the field by offering a triangulat-
ed analysis that moves beyond additive models of learning. 
Multimodal input was shown to not only supplement tradi-
tional instruction but to transform the way learners internal-
ize and apply language. These results align with dual-coding 
and sociocultural theories, illustrating how visual and non-
verbal cues facilitate both comprehension and interactional 
competence. Importantly, the study highlights the relevance 
of turn-taking, gestural expression, and contextual cues in 
bridging receptive and productive skills.

Future studies should focus on isolating the specific mecha-
nisms behind multimodal learning, including cognitive load 
distribution, emotional engagement, and interactive struc-
ture. Experimental designs with randomized control groups 
would help clarify causal relationships, while cross-cultural 
comparisons could shed light on the influence of sociolin-
guistic context. The role of multimodal instruction in virtual 
and AI-enhanced learning environments also warrants fur-
ther attention. Adaptive platforms that adjust visual input to 
learner profiles may offer promising avenues for increasing 
the efficiency and personalization of EFL instruction.

AI DISCLOSURE STATEMENT

The authors confirm that AI-assisted tools, including deeps-
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